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Preface

This year we celebrate 15 years of Student Session at the European Summer School of Logic,
Language and Information (ESSLLI). We received forty-nine submissions, both in the long and
short paper tracks, from which we selected the papers included here. We owe a great gratitude
to the many reviewers for taking the time to provide insightful reviews that helped us in the
selection process. The same gratitude is owed to all the students who submitted their work for
the Student Session. It is these exquisite contributions that made the Student Session such an
interesting event.

I would like to thank the program committee for the excellent teamwork and dedication, as
well as the area experts for their contribution. The organizing committee of ESSLLI 2010 has
to be commended for meeting all our logistic needs in Copenhagen. Other individuals, from
FoLLI and ESSLLI Organizing Committee, provided many helpful insights and contributions,
in particular Paul Dekker and Sophia Katrenko. As in previous years, Springer-Verlag has

generously offered prizes for Best Paper awards, and for this we are very grateful.

Marija Slavkovik,
Chair of the 2010 Student Session

August, 2010
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1. LOGIC AND COMPUTATION

Epistemic Logic and Relevant Alternatives

Wesley H. Holliday

Department of Philosophy, Stanford University

Abstract. According to the Relevant Alternatives (RA) Theory of knowl-
edge, to know that something is the case is to have ruled out the relevant
alternatives. The conception of knowledge in epistemic logic also involves
the elimination of possibilities, but without an explicit distinction, among
the possibilities consistent with an agent’s information, between those
relevant possibilities that an agent must rule out in order to have knowl-
edge and those remote, far-fetched or otherwise irrelevant possibilities.
This paper proposes a formalization of the RA theory. Using a variation
of modal preference logic, we formalize two influential versions of the
theory, due to Fred Dretske and David Lewis respectively. The formal-
ization clarifies a famous debate in epistemology, pitting Dretske against
Lewis, about whether the RA theorist should accept the principle that
knowledge is closed under known implication, familiar as the K axiom in
epistemic logic. Dretske’s thesis that knowledge is a “semi-penetrating”
operator is shown to be in tension with his version of the RA theory, while
Lewis’s version is naturally understood in terms of dynamic operations
that change what is relevant through shifts in context.

1 Introduction

Imagine that two medical students are subjected to a test. Their professor in-
troduces them to the same patient, who presents various symptoms, and the
students are to make a diagnosis of the patient’s condition. After some inde-
pendent investigation, both students conclude that the patient has a common
condition C'. In fact, they are correct. Yet only the first student passes the test.
The professor wished to see if the students would check for another common
condition C’, which causes the same visible symptoms as C'. While the first stu-
dent ran laboratory tests to rule out C’ before making the diagnosis of C, the
second student made the diagnosis of C' after only a physical exam, having never
considered the possibility of C’. As a result, the second student fails the test.
In evaluating the students, the professor concludes that although both stu-
dents gave the correct diagnosis of C', the second student did not know that the
patient’s condition was C, since he did not rule out the alternative of C’. Had
the patient’s condition been C’, the second student might still have made the
diagnosis of C, since the physical exam would not have revealed a difference.
In a sense, the second student got lucky—the condition he associated with the
patient’s visible symptoms happened to be the condition the patient had, but if
the professor had chosen a patient with C’, the second student would have made



a misdiagnosis. By contrast, the first student secured against this possibility of
error by running the laboratory tests. For this reason, according to the professor,
the first student knew the patient’s condition and passed the test.

Of course, the first student did not secure against every possibility of error.
Suppose there is an extremely rare disease X such that people with disease X
appear to have C' on many laboratory tests, even though people with X are
completely immune to C, and only extensive further testing can detect the pres-
ence or absence of X in its early stages. Should we say that the first student did
not know that the patient’s condition was C' after all, since she did not rule out
the possibility of X? The requirement that one rule out all possibilities of error
makes knowledge impossible, since there are always some possibilities of error—
however remote and far-fetched—that are not eliminated by one’s evidence and
experience. Yet if the student has no reason to think that the patient may have
the rare disease X, then it should not be necessary to rule out such a remote
possibility in order to know that the patient has some common condition.

The previous example and analysis provides the classic kind of argument for
the Relevant Alternatives (RA) Theory of knowledge. According to this theory,
to know that something is the case is to have ruled out the relevant alternatives.
The necessary condition, that one must rule out all of the relevant alternatives,
is a kind of anti-luck condition on knowledge, as suggested in the first part of
the example. The sufficient condition, that one need only rule out the relevant
alternatives, is a kind of anti-skeptical position about knowledge, as suggested in
the second part of the example. What makes a particular alternative relevant is
a controversial issue in epistemology. However, in the case of medical diagnosis,
doctors routinely make judgments about what are the relevant alternatives that
must be ruled out and what are the remote possibilities that may be properly
ignored, unless and until new information makes them relevant.

Like the conception of knowledge according to the RA theory, the conception
of knowledge in epistemic logic [11,8,13] also involves the elimination of possi-
bilities. Yet in standard epistemic logic there is no explicit distinction, among
the possibilities consistent with an agent’s information, between those that are
relevant and those that are not. Of course, we may simply think of the set of
states accessible from a given state in a standard epistemic model not as the set
of all possibilities consistent with the agent’s information in the given state, but
rather as the set of relevant possibilities consistent with the agent’s information.
This appears to be the view of Hendricks and Symon [10]:

Contemporary mainstream epistemologists choose to speak of relevant
possible worlds as a subset of all possible worlds. The epistemic logician
considers an accessibility relation between scenarios in a designated class
out of the entire universe of possible scenarios. There is no principled
difference between relevance and accessibility. (p. 144)

However, thinking of all accessible states as relevant will not allow us to model
examples like the medical diagnosis case, which requires that we make distinc-
tions between possibilities that are consistent with the agent’s information but
not relevant, possibilities that are relevant but are not consistent with the agent’s
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information (having been ruled out by tests), etc. To model what is distinctive
about the RA theory, we must go beyond standard epistemic logic.

This paper proposes a formalization of the RA theory. Using a variation of
modal preference logic [3,2], we formalize two influential versions of the theory,
one due to Fred Dretske [6,7], the earliest proponent of the RA theory, and the
other to David Lewis [12], who among others gave the RA theory a “contextu-
alist” twist. Not only does the formalization display the modeling capability of
the modal logic framework, it also yields a philosophical payoff. In particular,
the formalization clarifies a famous debate in epistemology [6,16,12,9,14], pit-
ting Dretske against Lewis, about whether the RA theorist should accept the
principle that knowledge is closed under known implication (hereafter “closure”),
familiar as the K axiom K (¢ — ¢) — (K¢ — K1) of normal epistemic logics.

2 Philosophical Background

The K axiom has been much discussed in epistemic logic in connection with the
“problem of logical omniscience.” Together with the the rule of necessitation—if
@ is a theorem, then K¢ is a theorem—the K axiom implies that agents know all
the logical consequences of what they know. As Fagin et al. [8] put the problem,
“While this property may be reasonable for some applications, it is certainly
not reasonable in general. After all, we cannot really hope to build logically
omuiscient robots” (p. 9). In epistemology, the closure principle expressed by the
K axiom has also been much discussed, but for a different reason. According to
Dretske [6], closure would not hold in general even for computationally unlimited
agents: “Were we all ideally astute logicians, were we all fully appraised of all the
necessary consequences...of every proposition, perhaps then epistemic operators
would [satisfy closure]. It is this...claim that I mean to reject” (p. 1010).

Dretske identifies a spectrum of fully penetrating, semi-penetrating, and non-
penetrating sentential operators. An operator O is fully penetrating if whenever
P entails @, O (P) entails O (Q). Fully penetrating operators include ‘it is true
that’, ‘it is a fact that’, ‘it is necessary that’, etc. For if P entails @, then ‘it is
necessary that P’ entails ‘it is necessary that @)’, as in normal modal logic. Non-
penetrating operators include ‘it was strange that’, ‘it was a mistake that’, ‘it was
accidental that’, etc. For it may be strange that P and () but not strange that
P. Such an operator fails “to penetrate to some of the most elementary logical
consequences of a proposition” (p. 1009). Dretske’s question is where epistemic
operators such as ‘S knows that’ fall on this spectrum. His thesis is that they
are semi-penetrating. That epistemic operators are not non-penetrating is the
“trivial side of my thesis...because it seems...fairly obvious that if someone knows
that P and @...he thereby knows that @” and “If he knows that P is the case, he
knows that P or @ is the case” (ibid.). However, neither are epistemic operators
fully penetrating, for Dretske denies the general closure principle that if one
knows that P and knows that P implies (), then one knows that Q).

Dretske’s rejection of closure is based, on the one hand, on purportedly intu-
itive examples of closure failure, and on the other hand, on a theory of knowledge,



the RA theory, which is supposed to explain why closure fails. Consider again
the medical diagnosis example. If one accepts that in order to know that the
patient’s condition is C, it is not necessary to rule out the possibility of the
extremely rare disease X that produces C-like test results, then one is close to a
denial of closure. For suppose that the student knows that people with X have
complete immunity to C, as assumed above, so K (¢ — —z). Since the student
did not run any tests that could possibly detect the presence or absence of X, it
would be unreasonable to claim that she knows that the patient does not have
X, so ="K—-z. Then together with our judgment that the student knows that
the patient has condition C, K¢, we have a clear violation of closure. To retain
closure, one must either conclude that the student does not know the patient’s
condition after all or that one can know that a patient does not have a rare
disease without running any tests at all. The first possibility leads to epistemic
skepticism, while the second seems to lead to epistemic irresponsibility.

According to Dretske, the RA theory explains why closure fails. In order
to know the premises ¢ and ¢ — —z, the agent must rule out certain relevant
alternatives. In order to know the conclusion —z, the agent must also rule out
certain relevant alternatives. But the sets of relevant alternatives for the premises
and the conclusion are not the same. We have already argued that X is not a
relevant alternative that must be ruled out in order for Kc¢ to hold. But X
certainly is a relevant alternative that must be ruled out in order for K—x to
hold. It is because the relevant alternatives may be different for the premises
and the conclusion that the epistemic closure principle does not hold in general.

In an influential article objecting to Dretske’s claims of closure failure, G.C.
Stine [16] argued that to allow for the set of relevant alternatives to be differ-
ent for the premises and the conclusion of a modus ponens argument “would be
to commit some logical sin akin to equivocation” (p. 256). Yet as Mark Heller
[9] has pointed out in a more recent defence of closure denial on the basis of
the RA theory, a similar charge of equivocation could be made (incorrectly)
against accepted counterexamples to the principles of transitivity or antecedent
strengthening of counterfactual conditionals. If we take a counterfactual condi-
tional ¢ = 1 to be true just in case the “closest” p-worlds are ¥-worlds, then the
inference from ¢ = 1 to p Ax = 1 fails because the closest ¢ A x-worlds may not
be the same as the closest p-worlds. Heller argues that there is no equivocation
in these counterexamples since we use the same, fixed similarity ordering on the
set of worlds to evaluate the different conditionals. Similarly, in the example of
closure failure, the (most) relevant —c-worlds may differ from the (most) relevant
z-worlds, even assuming a fixed relevance ordering over the set of worlds.

In the next section, starting from Heller’s assumption of an ordering over
the set of worlds that determines which alternatives are relevant, we will formal-
ize two version of the RA theory, one due to Dretske [6,7], the other to Lewis
[12]. Dretske’s thesis that knowledge is a semi-penetrating operator is shown to
be in tension with his version of the RA theory, while Lewis’s version is natu-
rally understood in terms of dynamic operations that change what is relevant
through shifts in context. Through the formalization, we raise a question about
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the RA theory that has been relatively neglected in the epistemological litera-
ture, namely how the RA theorist should handle higher-order knowledge.

3 Formalizing the Relevant Alternatives Theory

There are many versions of the RA theory, differing with respect to the con-
troversial issues of what determines relevance and what it means to rule out an
alternative. Our formalization will be neutral on these issues. In our models, the
relations that encode which possibilities are relevant and which have been ruled
out are primitives, just as the indistinguishability relation is in epistemic logic.

One important distinction between different versions of the RA theory, which
our formalization will capture, has to do with their logical structure. Dretske
[7] introduces the following definition in developing his theory: “let us call the
set of possible alternatives that a person must be in an evidential position to
exclude (when he knows P) the Relevancy Set” (p. 371). It is clear from Dretske’s
definition and the discussion that follows that the choice of the relevancy set
depends on P. By contrast, Heller [9] considers (and rejects) an interpretation
of the RA theory according to which “there is a certain set of worlds selected as
relevant, and S must be able to rule out the not-p worlds within that set” (p.
197). In this case, the choice of the set of relevant worlds does not depend on P.

The distinction here is of course one of the logician’s favorites, the distinction
between V3 and 3V. Let us distinguish the following versions of the RA theory,
where W is a set of possible worlds and a proposition P is understood as a subset
of W (so that the complement of P in W, W/P, is the proposition not-P):

e RAy3: (for every context C and) for every proposition P, there is a relevancy
set Re (P) C (W/P) such that in order to know P one must rule out Re (P).

e RAgy: (for every context C) there is a set of relevant worlds R¢ such that for
every proposition P, in order to know P one must rule out Re N (W/P).

Although we leave aside the details here, it is clear from the classic papers of
Dretske [7] and Lewis [12] that Dretske was assuming RAys, while Lewis was
assuming RAzy. As we will see, this difference turns out to be at the heart of
their disagreement about the closure of knowledge under known implication.
To begin our formalization, we introduce the basic language used throughout.

Definition 1. Let At be a set of atomic sentence symbols. The language Lra is
defined by

Lra:=p|-ploAe|O0% 0% | Uy,
where p € At.

The intended readings of the modal formulas are: for O™y, “ is true in every
possibility consistent with the agent’s information”; for =, “( is true in every
strictly-more-relevant possibility”; and for U, “ is true in every possibility.” We
write O~, 0=, and F for the duals of the three primitive modalities, respectively.



Definition 2. A basic RA model is a tuple M = (W, Q, ~, <X, V) where W is a
non-empty set, @ € W, ~ is an equivalence relation on W, < is a total preorder
on W, @ is mazimal in <, and V : At — P (W) is a valuation function.

A basic RA model can be seen as an ordinary epistemic (partition) model with a
distinguished “actual world” @ and a relevance (pre-)ordering < over the set of
worlds. We refer to elements of W as “worlds,” “possibilities,” and “alternatives,”
interchangeably. We interpret w ~ v to mean that possibility v is consistent
with the agent’s information at w; ~ (w) = {v € W | w ~ v} is the set of such
possibilities. We interpret w < v to mean that alternative v is at least as relevant
as alternative w; max< (S) = {ve€ S|u=<vforall u € S} is the set of most
relevant alternatives in a set S C W. For abbreviation, w < v :=w <v & v A w.
Ignoring the distinguished world @, our RA models are the same as the epis-
temic preference models of [3]. Note that in modeling preference, there is no
reason to suppose that the actual world is maximal in the preference ordering.
However, in the case of the RA theory, it is reasonable to assume that the actual
world is maximal in the relevance ordering. Indeed, Lewis calls this the “ Rule of
Actuality...actuality is always a relevant alternative” [12, p. 554].

Definition 3. Given an RA model M and ¢ € Lra, we define M,w E ¢ and
[elm ={v e W | M,vE ¢} as follows (with propositional cases as usual):

MywE 0% it (W el N ~ (w) =0
MawEO%p iff Vo:w<v= M, vE
M,wEUp iff Yo: M,vE .

We write E ¢ for ordinary validity and Fa ¢ if for all models, M,Q E .

The O™~ modality has the standard semantics of knowledge in epistemic logic.
However, we write the clause for 0™ ¢ in a non-standard way, for comparison with
our RA knowledge operators, defined below. While 0™ ¢ requires that the agent’s
information eliminates all —p-possibilities, the RA knowledge operators will only
require that the agent’s information eliminates the relevant —p-possibilities,
which may be a proper subset of all —p-possibilities. The modality O™ could
be interpreted as a kind of “Cartesian knowledge,” in sense that Descartes (it is
often said) held that knowledge requires eliminating all possibilities of error.

The language Lgra and its semantics are very close to the language and se-
mantics of “epistemic preference logic” in [3] and “modal preference logic” in [2],
though the intuitive interpretations are different. A complete axiomatization of
the validities in Lgra is easily obtained from the axiomatizations for these logics,
but we will not go into the details here.

3.1 Dretske-knowledge vs. Lewis-knowledge

In this section we investigate a Dretske-knowledge modality K; and a Lewis-
knowledge modality K;, both of which turn out to be already definable in Lga.
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Definition 4. The truth definitions for Dretske- and Lewis-knowledge are:

(RAvz) M,wE Kgp iff max< (W \ [p]Jm) N~ (w) = 0;
(RAzy) M,wE Kjp iff max< (W)N W\ [¢]m) N~ (w) =0.

In the definition of Dretske-knowledge, for any ¢ there is a set of relevant alter-
natives, namely the most relevant —p-worlds, max< (W \ [¢]am), that an agent
must rule out in order to know . For Lewis-knowledge, there is a set of relevant
alternatives, max< (W), such that for any ¢, to know ¢ an agent must rule out
the —~p-worlds in that set. Recall the distinction between RAy3 and RA3y above.

Proposition 1. (i) K¢ is definable in Lra as O~ (mp — O=—¢p). (ii) Kjp is
definable in Lra as O~ (O% L— ).

Proof. (i) M,w E O (mp — 0=—p) iff for all v €~ (w), if M,v E —¢ then
M, v E = —¢p. This is equivalent to: for all v € ~ (w), v ¢ max< (W \ [¢]m),
i.e., max< (W \ [¢]m) N ~ (w) = 0, which is the condition for M, w F K.

(ii) M,w EO~ (O L— o) iff for all v € ~ (w), if M, v E O~ L then M,v E
. This is equivalent to: for all v € ~ (w), if v € max< (W), then v € [¢]u, i€,
max< (W) N (W [elm) N~ (w) =0, the condition for M, w F K.

We will now verify in parts (ii)-(iv) of the following proposition that K, and
K; have the bare minimum of properties one would expect from a knowledge
operator according to the RA theory: if the agent knows ¢, then ¢ is true (ii);
if the agent’s information eliminates every —-possibility, then the agent knows
that o (iii); but—what is crucial for the RA theory—if the agent knows that ¢, it
need not be the case that the agent’s information eliminates every —y-possibility
(iv), since some are not relevant.

Proposition 2. Let K, be either K4 or K;. Then (i) F Kqp — K,
(i) Fa Kip — o, (ili) EOYp — Ky, and (iv) # K. — O .

Proof. (i) max< (W) 0 (W\ [e]am) 0 ~ (w) € max< (W [e]m) N~ (w).

(ii) By (i), it suffices to consider K;: if M, @Q ¥ ¢, then given @ € max< (W)
and @ € ~ (@), we have @ € max< (W) N (W \ [e]m) N ~ (w), so M, Q F Kjp.

(iii) By (i), it suffices to consider Kg: if M, w E OYp then (W \ [p]m) N ~
(w) =0, so max< (W \ [p]m) N ~ (w) =0 and hence M, w E K.

(iv) By (i), it suffices to consider K;: in a model M with W = {@, w, v},
~ (@) ={Q,v},v < w < @, and V (p) = {@}, we have max< (W \ [p]m) = {w}
but w ¢ ~ (@), so M,Q E Kgp; yet v € (W \ [p]m) N ~ (Q), so M,Q ¥ Op.

To obtain a stronger version of (ii) such that F K.p — ¢, it suffices to add
to Definition 4 the requirement for M, w F K,y that w € [p]rm. Yet it is not
necessary to build the general veridicality of knowledge into the logic in this way,
since the semantic modifications necessary to appropriately handle higher-order
knowledge, discussed in Section 3.3 below, also give the result that F K,p — .
Given Dretske’s claim that knowledge is not in general closed under known
implication and Lewis’s claim that it is (which we will consider further below),
we should expect this difference to appear in our formalization of their different
versions of the RA theory. The next proposition confirms that this is the case.

10



Proposition 3. Closure under known implication fails for K4 and holds for K;:

1. B Kgp — (Ka(p — ¢) = Ka)
2. FKip — (Ki (¢ — ) — Kip)

Proof. Part 2 is immediate from the truth definition for Kj, since K; simply
acts as a normal modal operator with restricted access to max< (W). For part
1, consider the model in Figure 1, where arrows indicate the ~ relation (with
reflexive loops omitted) and the relevance ordering is indicated between points
(it is not specified whether the relation between w; and ws is strict, since it does
not matter for the argument). The formula Kgp is true at wi, since the most
relevant —p-world (w2) is not accessible from w; via the ~ relation. The formula
Ka(p — q) is also true at wy, since the most relevant —(p — ¢)-world (wy) is
not accessible from w; via the ~ relation. However, the most relevant —¢-world
(w3) is accessible from wy via the ~ relation, so Kyq is false at w;.

w1 >_ wo >_ ws >_ w4
OWO o

pq q p

Fig. 1.

Proposition 3 captures the claim made by Dretske and defended by Heller that
according to the RA theory, the knowledge operator is not a fully penetrating
operator. It seems not to have been recognized in the literature that according to
their version of the theory, the knowledge operator is not even semi-penetrating.

Proposition 4. K, is a non-penetrating operator:

1. EKg(pANY) = Kgp AN Kgth
2. F Kap — Ki(p V1)

Proof. The model in Figure 1 also shows the non-validity of the above formulas.
For 1, the formula K4(pAq) is true at wy, since the most relevant —(p A ¢)-world
(w2) is not accessible from w; via the ~ relation. However, the most relevant —q-
world (w3) is accessible from w; via the ~ relation, so Kg4q is false at w;. For 2,
we have already seen that K p is true at wy, yet the most relevant —(pV ¢)-world
(ws) is accessible from w; via the ~ relation, so K4(p V q) is false at wy.

It is important to realize that Proposition 4 is not an artifact of a particular
choice of formal system. Although Dretske’s [7] discussion of relevancy sets leaves
open whether he would accept our picture in terms of a relevance ordering over
possibilities, Heller’s [9] defense of Dretske explicitly appeals to this picture. In
light of Proposition 4, we may conclude that the Dretske-Heller version of the
RA theory cannot sustain the claim that knowledge is semi-penetrating, which
Dretske took to be the “trivial” side of his thesis. It remains a challenge for
defenders of Dretske’s views to formulate a plausible version of the RA theory
according to which closure of knowledge under known implication fails while
closure under conjunction elimination and disjunction introduction holds.

11
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3.2 The Dynamics of Context Change

According to Lewis [12], knowledge is closed under known implication, but it
can easily seem as if it is not. For sometimes one can truly attribute to an agent
knowledge of some propositions, but one cannot go on to truly attribute to the
agent knowledge of (what are known by the agent to be) consequence of those
very propositions; the reason is that by raising the very issue of those conse-
quences, one can shift the context of knowledge attribution from an “everyday”
context to a context in which the bar for knowledge is suddenly higher.

For example, in our medical diagnosis case, although we initially said that the
student knew the patient’s condition to be C' (K¢) and that the student had the
background knowledge that the rare disease X confers complete immunity to C'
(K(c — —x)), by raising the possibility of the rare disease X, which the student
had not ruled out (—K—z), we thereby (according to Lewis) shifted the context
in such a way that it would no longer be appropriate to attribute knowledge of
C to the student. This looks like a failure of closure, but Lewis argues it is not:

Knowledge is closed under implication.... Implication preserves truth—
that is, it preserves truth in any given, fixed context. But if we switch
contexts, all bets are off.... Dretske gets the phenomenon right...it is
just that he misclassifies what he sees. He thinks it is a phenomenon
of logic, when really it is a phenomenon of pragmatics. Closure, rightly
understood, survives the rest. If we evaluate the conclusion for truth not
with respect to the context in which it was uttered, but instead with
respect to the different context in which the premise was uttered, then
truth is preserved. (p. 564)

Lewis discusses other mechanisms that may shift the context of knowledge at-
tribution, besides the explicit raising of hitherto ignored possibilities. He claims,
for example, that if what is at stake in knowing increases, then the standards of
knowledge might increase accordingly. As a result, alternatives that were previ-
ously irrelevant may become relevant. Fewer alternatives may be ignored.

To model the dynamic process whereby context shifts change the relevant
alternatives, we will extend our language with dynamic modalities. Let Lga+ be
obtained by adding to the grammar from Definition 1 a clause for formulas of
the form [4+p]p. We will read [+¢]i) as “after the issue of (whether or not) ¢ is
raised, ¢ is the case.” We now define the corresponding model transformation.

Definition 5. Given M = (W, @, ~, <, V), Myg = (W,Q,~, <0 V) is o0b-
tained by changing the relevance relation < to <t as follows. The most rele-
vant 0-states and the most relevant —0-states become equally relevant and most
relevant overall, but otherwise the old ordering remains, i.e., for any w,w’ € W:

L. If w' € max< ([0]m) Umax< (W \ [0]m), then w <+0 .
2. If w,w' ¢ max< ([0]m) Umax< (W \ [0] ), then w =T w' iff w < w'.

Since max< (W) C max< ([0]m) U max< (W \ [0] m), if w' € max< (W), then
w <M w’ for all w by 1. Hence max< (W) C max~+s (W).

12



Definition 6. The truth definition for formulas with a dynamic modality is:
MwE [+0] ¢ iff Mg, wFE .

As with the extension of Lra with Kj and K, the extension of Lra with these
dynamic modalities turns out not to confer any additional expressivity.

Proposition 5. Every ¢ € Lga+ is reducible to an equivalent ¢’ € Lga.

Proof. The following valid reduction axioms give a system for rewriting any
@ € Lga+ as an equivalent ¢’ € Lgra:

[+0]p < p [+0] [p — [ [+0] ¢
[460] ~p < = [+0] o [+0]Up < U [+6] ¢
[+0] (0 A P) = [+0] p A [+0] 9

[+0]O0%p 0% LV (OAOS=0) V (=0 AT30)
V[EX 9 AT (0 A D<) — [+6] )
AU (<0 AD%0) = [+0] ¢)|

We comment only on the last reduction axiom, as the others are standard (see,
e.g., [3]). The lhs expresses that in the new model obtained by raising the issue
of 0, all strictly more relevant worlds satisfy ¢. The rhs expresses an equivalent
conditions in terms of what is true in the original model. First, if the current
world is among (a) the most relevant worlds in the original model (in which case
O~ L holds), then by the observation following Definition 5, it is also among the
most relevant worlds in the new model, in which case the lhs is trivially true for
any . The same reasoning applies if the current world is among (b) the most
relevant f-worlds (in which case # ALTJ=—6 holds) or among (c) the most relevant
—0-worlds (in which case =6 A 070 holds). On the other hand, if the current
world is not among (a)-(c) in the original model, then the worlds that are more
relevant than the current world in the new model are, first, those worlds that
were more relevant than the current world in the original model, and second,
worlds (b)-(c). For the lhs to be true, all of these worlds must satisfy ¢ in the
new model, and this is exactly what the last disjunct on the rhs expresses.

It is immediate from the proposition that one obtains a complete axiomati-
zation of validities in the language Lza+ from a complete axiomatization for the
language Lga together with the reduction axioms.

Equipped with our new dynamic modalities, we can now state in the following
proposition Lewis’s position on the issue of closure under known implication.

Proposition 6. K; is closed under known implication with respect to a fized
context, but not closed under known implication across context changes:

FKip— (K (p—19) — Ky)
¥ Kip — [+9] (K (¢ = ) — K1)

13
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Proof. For the second part, use Figure 1 and substitute p for ¢ and ¢ for .

The second part of the proposition captures Lewis’s view that by raising the issue
of whether (what the agent knows to be) a consequence of what the agent knows
is true, one can change the context and increase the standards of knowledge in
such a way that we cannot ascribe knowledge of the consequence to the agent.
Of course, it follows from the first part of the proposition that in the new, more
demanding context, we can no longer attribute to the agent knowledge of the
original fact of which the second was a consequence. Hence the title of Lewis’s
paper [12], “Elusive Knowledge,” for “when we do epistemology, and we attend
to the proper ignoring of possibilities, we make knowledge vanish” (p. 566).

3.3 Higher-order Knowledge

By formalizing the RA theory in the framework of epistemic logic, we are led
naturally to the question how of the theory handles higher-order knowledge. De-
spite much discussion in epistemology of the general “KK thesis”, corresponding
to the 4 axiom K¢ — KK in epistemic logic, the question of how the RA
theory in particular handles higher-order knowledge has received less attention.

Proposition 7. K, and K satisfy positive (F K. — K,.K.p) and negative
(F -K.p — K.~K.p) introspection.

Proof. Something stronger is true, namely F K,p < OV K,p and F -K,p <
O0~-K.e, from which the proposition follows using Proposition 2(iii). By the
truth definitions and the fact (x) that if v € ~ (w), then ~ (v) =~ (w), the case
of E Kjp < O Kjp is given by: M,w EOYKjp & Yo €~ (w) : M,vE Kjp &
Vv €~ (w)Vu € max< (~ (v)) : M,uF ¢ &y Yu € max< (~ (w)) : MuF ¢
< M, w E Kjp. The other cases also follow easily using (x).

For reasons noted below, one should not expect such introspection properties
for knowledge in the RA theory. They are the result of a simplifying assumption
in our semantics, which we remove in the definition of general RA models below.
The proof of Proposition 7 also shows that the basic semantics is inappropri-
ate if we wish to consider information about knowledge. From Proposition 2(iv),
K.p N Q™= is satisfiable, as it should be in the RA theory. Yet together with
E K.p < O K,p, this shows that 0™ (K.p A —y) is satisfiable, which is highly
counterintuitive; there should not be any possibility consistent with the agent’s
information—however remote—in which the agent knows a falsehood. The tech-
nical source of the problem is that when a formula containing K, is evaluated at
a world, the K, modality can only access the relevant worlds in the model, even
if such a formula is evaluated at an irrelevant world. Yet the ™~ modality can
also access irrelevant worlds, which explains the satisfiability of (™ (K.p A —¢).

The conceptual question is how an agent’s knowledge is to be determined in
irrelevant worlds. A simple proposal is that while in relevant worlds, knowing ¢
only requires that ¢ be true in all relevant worlds consistent with one’s informa-
tion, in irrelevant worlds, knowing ¢ requires that ¢ be true in irrelevant worlds
as well. Let us modify Lewis-knowledge in this way, adding a new modality K;.
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Definition 7. The truth definition for modified Lewis-knowledge is:

w € max< (W) = max< (W) N (W [elam) N~ (w) =0
w ¢ max< (W) = W\ [e]lm) N~ (w) =0

Proposition 8. Ky is definable in Lra as (0= L AKp) V (O=T AOp).

With the modified definition of knowledge, F Ko — ¢ (c.f. Proposition 2(ii)),
and the interaction between knowledge and information becomes very natural.

Proposition 9. The following hold for K; as defined in Definition 7:

(1) F Ky« KK B)FO%p < O%Kip  (5) ¥ Kip — O7Kjgp
(2) # _‘KZQD — Kl—\Klgo (4) ’: DN(p g KZDNQD (6) # —\Klgo — DN—‘KlgO

While K; interacts naturally with (07, from the point of view of the RA the-
ory, it is questionable whether positive introspection (1) should hold for knowl-
edge. (To see why negative introspection already fails, suppose all worlds satisfy
 except an “irrelevant” w ¢ max< (W), and evaluate K;—K;p at w.) On a natural
interpretation of the RA theory applied to higher-order knowledge, in order for
an agent to know that she knows ¢, she should have to know that she has ruled
out the relevant alternatives to . By having only a single relevance pre-order <
in our basic models, we implicitly assume that the agent knows exactly what the
relevant alternatives are. Yet reflection on the medical diagnosis case shows that
agents may be uncertain about the relevant alternatives and hence uncertain
about whether they have ruled out the alternatives necessary for knowledge.

To model higher-order knowledge in a way that is faithful to the RA theory,
we must consider models in which each world has an associated relevance pre-
order <, over the set of all worlds, so that agents may be uncertain about what
are the actual relevant alternatives. Formally, a general RA model is a tuple
M = <W,~,{ju,}weW,V> where M = (W, ~,V) is an epistemic (partition)
model and each =<, is a total pre-order on W such that w is maximal in <.
(Very similar models, without the assumption that w is maximal in <,,, are used
for logics of belief revision [4,1] and logics of counterfactual conditionals [5].)
Modifying the semantics for K; and K; in Definition 4 such that < is replaced
by =, it is not difficult to see that K4yp and K;p are no longer definable in
Lra. We leave it for future work to give an axiomatization in this setting.

M,w E Kpp iff {

4 Conclusion

Despite the expressive limitations of Lga with respect to general models for
higher-order knowledge, this paper shows that it is possible to go a long way in
modeling different epistemological notions from a rather minimal logical base. It
also shows how a formalization in the framework of epistemic logic can clarify a
contentious epistemological issue concerning RA theories and closure. The philo-
sophical payoff does not end here. Extending the system to model the interaction
of belief and knowledge leads to other areas of application, such as the “problem
of missed clues” [15] for RA theories, to be investigated in future work.
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Abstract. Inconsistency in heterogeneous knowledge-integration sys-
tems with non-monotonic information exchange is a major concern as it
renders systems useless at its occurrence. The problem of finding all pos-
sible resolutions to inconsistency has been addressed previously and some
basic steps have been proposed to find most preferred resolutions. Here,
we refine the techniques of finding preferred resolutions of inconsistency
in two directions. First, we extend qualitative methods using domain
knowledge about the intention and category of information exchange
to minimize the number of categories that are affected by a resolution.
Second, we present ways to compute a quantitative inconsistency measure
on resolutions, each being suitable for certain application scenarios.

1 Introduction

Knowledge integration frameworks are essential for combining information from
different knowledge bases. Multi-Context Systems (MCSs) introduced in [1]
are a powerful framework for non-monotonic information exchange between
heterogeneous knowledge bases. They extend MultiLanguage systems of [2] by
allowing non-monotonic information exchange. Information in the MCS framework
is exchanged via bridge rules of the form

(k:s)—(c1:p1),...,(¢cj :pj),not (¢j11 : Pjt1),..., 00t (G 1 pm) (1)

which state that information s is added to knowledge base k whenever information
p; is present in knowledge base ¢; (for 1 <+ < j) and information p; is not present
in knowledge base p; (for j <1 < m).

In this work we advance and refine previously introduced methods of finding
preferred resolutions to inconsistency in MCSs (cf. [3] and [4]). Inconsistency is
of major interest as it can render logic-based systems useless and, it occurs easily
due to unanticipated side effects of information exchange Therefore we consider
faulty information exchange, i.e., bridge rules, as reason of inconsistency. Several
strategies to cope with inconsistency have been developed. For example,para-
consistent reasoning, where inconsistency is often treated purely technically, i.e.,
any way to resolve the inconsistency is considered good enough. For real scenarios,

Wsoredby the Vienna Science and Technology Fund (WWTF) grant: ICT-08-020
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e.g., an MCS employed in a hospital, this is not acceptable as inconsistencies
have to be resolved respecting additional domain knowledge.

Consider the case of an MCS used in a hospital to give decision-support on
patient medication and handling the billing process. Assume there is a patient
needing a certain medication, say human insulin, because she has severe hyper-
glycemia (high blood sugar) and she is allergic to animal insulin. If the billing
system refuses treatment with human insulin, because the patient’s medical in-
surance does not cover it then the system becomes inconsistent. There are several
resolutions of that inconsistency, either modify the information flow to the billing
system or ignore the patient’s needs and treat her with the wrong medication.
Technically both resolutions are fine, but the patient may feel different.

Following common terminology, we call the resolution to inconsistency a
diagnosis. In [4] the problem of finding preferred diagnoses is addressed in general
by a) specifying ways to compare diagnoses using domain knowledge, b) defining
a quantitative inconsistency value for bridge rules. We advance this work by:

a) introducing a preference relation on diagnoses using domain knowledge on
the intention of bridge rules. We categorize bridge rules by their intention, e.g.
rules that exchange information about medication make up one category, billing
is another one; we also track the dependency of categories. Preferred diagnoses
are those that modify the least amount of categories.

b) extending the quantitative inconsistency value from bridge rules to diag-
noses. We discuss and motivate different ways to achieve this.

By that, we give a) a useful method employing domain knowledge which
is (implicitly) present in each system, and b) notions to use the quantitative
inconsistency value for selection of preferred diagnoses. Both steps are towards a
policy language for (semi-)automatic inconsistency handling.

The remainder of this paper is organized as follows: Section 2 defines MCS
and diagnoses, Section 3 introduces bridge rule categorization and a comparison
relation for diagnoses based on this categorization, Section 4 defines quantitative
measures of inconsistency on diagnoses, and in Section 5 we conclude and discuss
related and future work.

2 Preliminaries

A heterogeneous non-monotonic MCS [1]. consists of contexts, each composed
of a knowledge base with an underlying logic, and a set of bridge rules which
control the information flow between contexts.

Alogic L = (KB,BS, ACC},) consists, in an abstract view, of the following
components:

— KBy, is the set of well-formed knowledge bases of L. We assume each element
of KBy, is a set (of “formulas”).

— BS, is the set of possible belief sets, where the elements of a belief set are
“formulas”.

— ACCy : KB — 2BSt is a function describing the “semantics” of the logic
by assigning to each knowledge base a set of acceptable belief sets.
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This concept of a logic captures many monotonic and non-monotonic logics,
e.g., classical logic, description logics, modal, default, and autoepistemic logics,
circumscription, and logic programs under the answer set semantics.

We only use disjunctive answer-set programs (ASP) [5] as context logics,
therefore KB is the set of disjunctive logic programs over X', BS is the set of
sets of atoms over X, and ACC(kb) returns the set of answer sets of kb.

A bridge rule can add information to a context, depending on the belief sets
which are accepted at other contexts. Let L = (Lq,...,Ly,) be a sequence of
logics. An Lg-bridge rule r over L is of the form (1) where 1 < ¢; < n, p; is an
element of some belief set of L,,, k refers to the context receiving information s.
We denote by hpqg (r) the belief formula s in the head of r.

A Multi-Context System M = (C4,...,C,) is a collection of contexts C; =
(Li, kbi,bry), 1 < i <mn, where L; = (KB;,BS;, ACC;) is a logic, kb; € KB, a
knowledge base, and br; is a set of L;-bridge rules over (Ly,...,L,). For each
H C {hpq (r) | r € br;} it holds that kb; U H € KByp,, i.e., bridge rule heads are
compatible with knowledge bases.

A belief state of an MCS M = (C4,...,C,) is a sequence S = (S1,...,S5n)
such that S; € BS;. A bridge rule (1) is applicable in S iff for 1 <1i < j: p; € S;
and for j <l <m:p; & S;. bry = U?:l br; denotes the set of bridge rules of M.

Example 1. Let M be an MCS handling patient treatments and billing in a
hospital; it contains the following contexts: a patient database C7, a program Cy
suggesting proper medication, and a program C3 handling the billing. Knowledge
bases for these contexts are:

kby = {hyperglycemia. insurance_B.},

kbs = { give_human_insulin V give_animalinsulin «— hyperglycemia.
1« give_animalinsulin, not allow_animalinsulin}.

kbs = {bill — bill.animalinsulin. bilLmore «— bilLhuman_insulin.
L« insurance_B, bilLmore.}

Context C; provides information that the patient has severe hyperglycemia, and
her health insurance is from company B. Context Cy suggests to apply either
human or animal insulin if the patient has hyperglycemia and requires that the
applied insulin does not cause an allergic reaction. Context C3 does the billing
and encodes that insurance B only pays animal insulin. Bridge rules of M are:

(2 : hyperglycemia) — (1 : hyperglycemia).

(2 : allow_animalinsulin) < not (1 : allergic.animal insulin).
rg = (3 : bilLanimalinsulin) « (2 : give_animalinsulin).

(3 : bilLhumaninsulin) (2 : give-humancinsulin).

(3 : insurance_B) — (1: insurance.B).

Equilibrium semantics selects certain belief states of an MCS M as acceptable.
Intuitively, an equilibrium is a belief state S, where each context C; takes the
heads of all bridge rules that are applicable in S into account, and accepts S;.
Formally, S = (S1,...,S,) is an equilibrium of M, iff for all 1 <i < n:
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S; € ACC; (kb; U {hpg (r) | 7 € br; applicable in S})

Inconsistency in an MCS is the lack of an equilibrium.

Ezample 2. In our example, one equilibrium S exists:
S = ({ hyperglycemia, insurance_B},
{give_animalinsulin, allow_animal_insulin, hyperglycemia},
{bill, bill_animalinsulin, insurance_B}).

Rules r1, 79,73, and 75 are applicable in S.

Example 3. As running example, we consider a slightly modified version of
Example 1, with the patient being allergic to animal insulin:

kby = {allergic.animalinsulin, hyperglycemia, insurance_B}.

The MCS is inconsistent as 7o becomes applicable, forcing C5 to treat the patient
with human insulin, which makes r4 applicable and finally C3 inconsistent.

We will use the following notation. Given an MCS M and a set R of bridge
rules (compatible with M), by M[R] we denote the MCS obtained from M by
replacing its set of bridge rules bry; with R (e.g., M[brp] = M and M][(] is
M with no bridge rules). By M = L we denote that M has no equilibrium,
i.e., is inconsistent, and by M [~ L the opposite. For any set of bridge rules A,
heads(A) = {a «— T | a« 3 € A} are the rules in A in unconditional form.

Diagnoses. A diagnosis identifies a part of the bridge rules that need to be
changed to restore consistency. In non-monotonic reasoning, adding or removing
knowledge can both cause and prevent inconsistency. Therefore, a diagnosis is a
pair of sets of bridge rules such that if the rules in the first set are removed, and
the rules in the second set are added in unconditional form, the MCS becomes
consistent (i.e., it admits an equilibrium). Formally: given an MCS M, a diagnosis
of M is a pair (D1,D2), D1,Ds C bras, s.t. M[bras \ D1 U heads(D3)] = L;
by D*(M) we denote the set of all diagnoses. To obtain a more relevant set
of diagnoses, pointwise subset-minimal diagnoses are preferred: we denote by
D (M) the set of all such diagnoses of an MCS M.

Ezample 4. In our running example,

var:L(M) - {({7’1} ) ®) ’ ({T4} ’ ®) ’ ({T5} ’ Q)) ) (wa {TQ})} .
Accordingly, deactivating rq, r4, 75, or adding o unconditionally, respectively,
results in a consistent MCS. This means ignoring the illness of the patient,
ignoring the application of human insulin, ignoring the insurance company or
considering the patient to be not allergic.

3 Assessment with Categories
In this section we introduce categories as a method to compare diagnoses on

qualitative terms. We rely on preference orders as defined in [4] for their realization,
i.e., partial orders over diagnoses. Preference orders allow to compare diagnoses
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in general, based on the rules they modify. This covers statements like “proper
treatment of patients is more important than correct billing”, trust relations, or
any other preference relation over diagnoses.

Definition 1 (Eiter et al. (cf. [4])). Let M an MCS, a preference order for M
is a transitive binary relation < on 2b™ x 2br

Such orders may be realized as follows: Transform the given MCS M into
an MCS M! which is such that any diagnosis D of M corresponds one-to-
one to a diagnosis D' of M* and for two diagnoses D}, D} of M* holds that
Dt c D& iff Dy < Da, i.e., each most preferred diagnosis wrt. < corresponds to
a subset-minimal diagnosis of M. For space reasons, we omit the details of the
transformation and refer the reader to [4]. Notably, the transformation is efficient
for many preference orders.

Categories. In logic programming a rule by itself most often is not useful, but
only several rules together form a specific behaviour and cover an intended
meaning. We assume that bridge rules are used similarly. In our example rules 7;
and 79 carry the information of how to treat a patient correctly and we call this
a category of the MCS. Category names are arbitrary, including the possibility
of a syntactic derivation from the MCS, e.g., by a partitioning of beliefs.

Definition 2. Let C be the set of category names, M an MCS, and for each
r € bryy let cat(r) C C be an association of bridge rules to category names. Then
Catnve = U,epry, cat(r) are the categories of M.

If a bridge rule is modified by a diagnosis, it is very likely that the semantics of
all categories where the bridge rule is part of, are modified and possibly corrupted.
Reconsider our example, if 5 is modified, the patient not only is given a different
treatment, but also the billing gives other results than expected — although
correct under the modified assumptions. Therefore categories can depend on each
other, e.g., category “billing” depends on category “treatment” and modifications
of rules of the latter also change the result of the former. So we also consider
dependencies among categories. Let Catjy; be the categories of an MCS M. Each
c € Catyy is associated a set of categories P, C Catys; on which it depends. We
write dep(x,y) iff x € Catpr and y € P..

Note that the dependency of categories as well as their names and associations
are semantic information, so for an MCS several categorizations may be adequate.
As different categorizations may lead to other diagnoses being preferred, we
assume in the following that a categorization deemed correct for the given MCS
is applied. Finding such a categorization is to be adressed in the future.

Definition 3. Let M be an MCS, Caty its categories with dependencies dep,
and D be a diagnosis. The set of possibly corrupted categories of M wrt. D is
the smallest set Cp C Catpy s.t. for all v € D holds cat(r) € Cp and whenever
y € Cp and dep(x,y) then x € Cp.

Obviously, a diagnosis which modifies a smaller set of categories is always
desirable, as it guarantees that more parts of the diagnosed system still yield the
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expected results. This induces a preference order which is such that preferred
diagnoses modify only a minimal set of categories

Definition 4. Let D, D’ € D* (M) be diagnoses of an MCS M. D is preferred
over D' iff Cp C Cp,. We denote this preference order by D <,q D'.

Example 5. We assign to our example MCS the set of category names Caty; =
{treatment, billing} where cat(r1) = cat(ry) = treatment, cat(rs) = cat(ry) =
cat(rs) = billing and dependency is given by dep(billing, treatment). This cate-
gorization naturally follows from what the bridge rules are intended to do. Such
information is actually present for every MCS; at least at the time of its creation.

Assuming that all categories are of equal importance, one can strengthen
the above notion by requiring that a preferred diagnosis modifies only the least
amount of categories, i.e., select by cardinality minimality. Cardinality-based
preference can drastically reduce the number of diagnoses to be considered. So it
is easier for human operators to select the best from the remaining diagnoses.

Definition 5. Let D, D’ € D* (M) be diagnoses of an MCS M. D is preferred
over D' iff |Cp| < |Cp/|. This is denoted by D <|sq D'.

Ezample 6. With <4 (or <|sq|), preferred diagnoses are ({r4},0) and ({rs},0).

4 Assessment with Quantitative Measures

The quantitative inconsistency measure for bridge rules is based on the notion
M1IVe from [6], which employs cardinalities of the minimal inconsistent sets
a certain formula belongs to. For MCSs an equivalent notion of a minimal
inconsistent set is defined in [3] as inconsistency explanation. It is a pair of sets
of bridge rules, whose presence resp. absence causes a relevant inconsistency.

An inconsistency explanation of an MCS M is a pair (Eq, F3) € bry X bry
s.t. for all (Ry, Ry) where Fy C Ry C bryy and Ry C bryy \ Es, it holds that
M[Ry U heads(R2)] = L. The set of all pointwise subset-minimal such (E, E2)
is denoted by Ex(M).

The intuition is that M|[E;] is inconsistent, and this inconsistency is relevant
for M, as adding more bridge rules from bry; never resolves that inconsistency.
Moreover, the inconsistency of M entailed by E; cannot be avoided by adding
bridge rules unconditionally, unless bridge rules from Fs are used.

As a bridge rule r may introduce and prevent inconsistency, we define the
inconsistency value my, of r as a pair (I1, Is) where I; and I measure the amount
of inconsistency caused, respectively, prevented by r.

Definition 6 (Eiter et al. (cf. [4])). Let M a MCS and r € bry, and let
AL(M) = {(E1, Bo) € EX(M) | r € E;}, i = 1,2. Then

metn= (Y E Y )

s 1B )
(E1,E2)€AL(M) (E1,B2)€AZ(M)
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Ezample 7. There is one minimal inconsistency explanation: ({ry,r4,75},{r2}).
So the inconsistency values are: mp,(M,r1) = (3,0), mp(M,r2) = (0,1),
mpr(M,r3) = (0,0), mp(M,ry4) = (%,O), and my, (M, r5) = (%,O).

Given a quantitative measure on bridge rules, we derive quantitative mea-
sures on diagnoses. This allows to select preferable diagnoses without additional
domain knowledge as well as to select preferable diagnoses that are considered
incomparable or equal by measures based on domain knowledge.

On the one hand, subset-minimal diagnoses which remove the most inconsis-
tency are preferable as they yield a most “clean” system. This may be the method
of choice for “stable” systems that should not give rise to inconsistency when
further modifications are applied. On the other hand, potential inconsistencies
still carry some kind of information which therefore should not be removed
without the need to, i.e., subset-minimal diagnoses removing the least amount of
inconsistency are then preferable.

Definition 7. Let M be an MCS, w; be a projection to the ith element of tuples,
and My, : bryr — R X R a measure on bridge rules, then myg : 2bmm 5 9brm R
is a measure on diagnoses with

ma(D1, Da) =3 cp, 1 (M (1)) + 3 ,cp, T2 (M (1)) -

If diagnoses that remove the most inconsistency are preferred, one gets
Do+ = argmax . p+ {ma (D)}
Preferring diagnoses that remove a least amount of inconsistency gives

Dg- = argming = {maq (D)}.

Ezample 8. In our running example Do+ = {(0,{r2})} and Do- = {({r1},0),

({r3},0),({rs},0)}. Note that (@, {r2}) removes the most inconsistency as ro
alone makes the system consistent, while for Do- each rule r1,r3,r5 only con-
tributes one third to the cause of inconsistency.

Observe that we take into account how a bridge rule appears in a diagnosis,
so either the value for removing or the value for adding it unconditional is
counted. As removing a bridge rule also removes the ability to restore consistency
with that rule, one may combine both values to obtain a different measure:

my(D1,D2) =3 . cp,up, T (M (1)) — 72 (M (7).

5 Related Work and Conclusion

In this paper we advanced the available methods of finding preferred resolutions
of inconsistency in knowledge-integration systems by a) introducing categoriza-
tions of bridge rules for qualitative assessment, and b) establishing notions of
quantitative inconsistency measures.

Related work: In [7] the problem of inconsistency in MCSs is addressed using
defeasible rules which are applicable only if they do not cause inconsistency. In
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the presence of inconsistency defeasible rules are deactivated using additional
trust information. Four algorithms to compute trust are given where the first uses
a total order over contexts while the others also employ provenance information
of increasing depth. Provenance, however, requires insight to context internals
which is in conflict with our requirements of information hiding and privacy.

Work on distributed ontologies bears some similarities to our work, consider
e.g., [8] where bridge rules represent ontology mappings and a notion of minimal
diagnosis is used to repair inconsistent mappings. While our categorizations are
similar to concepts in ontologies, the scopes of the works are different as we seek
preference criteria for diagnoses on bridge rules between heterogeneous logics.

Inconsistency tolerance in peer-to-peer systems (e.g., [9]) considers homoge-
neous logics only and inconsistency resolution is local to each peer while our
notion of minimal diagnosis is globally minimal.

Concerning the MCS framework and global inconsistency management, no
further work addressing inconsistency management is known to us, although
finding preferred diagnoses is an ubiquitous task in inconsistency handling.

Future work: Inconsistency could be resolved by seeking an equilibrium that
is as close as possible to the original semantics of the inconsistent system. A
first step towards this is an investigation of how the semantics of an inconsistent
system can be described. Other aims are to improve the notion of categories for
the aspects of: allowing arbitrary importance of categories, how categories can
be derived from given MCSs, and how multiple categorizations of a system can
be handled.
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Abstract. In this paper, we will introduce justification counterparts for
some distributed knowledge systems. Our justified systems have explicit
knowledge operators of the form [[t];F' and [t]pF, which are interpreted
respectively as “t is a justification that agent ¢ accepts for F”’, and “t is a
justification that all agents implicitly accept for F”. We then present Kripke
style models, called pseudo-Fitting, and prove the completeness theorem. Fi-
nally, using labelled sequent calculus of distributed knowledge systems and
the fully explanatory property of pseudo-Fitting models, we establish the
realization theorem.

1 Introduction

Justification logics (cf. [2]) are a new generation of epistemic logics in which the
knowledge operators IC; F' (agent i knows F') are replaced with evidence-based knowl-
edge operators [[t];F' (agent i accepts t as an evidence for F'), in which ¢ is a jus-
tification term. The first justification logic, Logic of Proofs LP, was introduced
by Artemov in [1] as an one-agent justification counterpart of the epistemic modal
logic S4. The exact correspondence between LP and S4 is given by the Realization
Theorem: all occurrences of knowledge operator K (or OJ) in a theorem of S4 can be
replaced by suitable terms in a way that the resulting formula is a theorem of LP,
and vise versa. To prove the realization theorem, Artemov used a cut-free sequent
calculus for S4 (cf. [1]).

Logic of proofs is a justification logic with a new operator [[-]] for one agent. In [10]
Yavorskaya (Sidon) studied two-agent justification logics that have interactions, e.g.,
evidences of one agent can be verified by the other agent, or evidences of one agent
can be converted to evidences of the other agent. Renne also introduced dynamic
epistemic logic with justification, a system for multi-agent communication (see e.g.
[9]). Later, Bucheli, Kuznets and Studer in [3] suggested an explicit evidence system
with common knowledge, an attempt to find justification counterpart of common
knowledge systems (although proving the realization theorem for this system is
still an open problem). None of the aforementioned papers deal with the notion of
distributed knowledge.

In this paper, we study multi-agent evidence-based systems in a distributed
environment. Distributed knowledge is the knowledge that is implicitly available in
a group, and can be discovered through communication (cf. [4,8]). We introduce
an evidence-based knowledge operator for distributed knowledge [[t]]pF with the
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1. LOGIC AND COMPUTATION

meaning “t is an evidence that all agents implicitly accept for F”. To capture
this notion, we present axiomatic systems JK2, JTP? JS4P and JS5L as well as
possible world semantics for these systems. In the present paper, we counsider [-]p
as an agent, and give pseudo-Fitting models with additional accessibility relation
Rp and evidence function £p.

Finally, by proving the Realization Theorem, we show that our systems are
the justification counterparts of the known distributed systems K2, TD, S4P and
S5D. To this end, we employ the labelled sequent calculus of distributed knowledge
presented by Hakli and Negri in [7], and the Fully Explanatory property of pseudo-
Fitting models. Our realization algorithm is essentially the algorithm presented
by Artemov in [1] for S4, adapted for labelled sequent systems. Nevertheless, our
method, unlike the Artemov’s one, is not constructive.

2 Distributed Knowledge Systems

In this paper, we fix a set of n agents G = {1,2,...,n}. The language of distributed
knowledge systems is obtained by adding the modal operators Ki,...,K,,D to
propositional logic. Hence, if A is a formula then IC; A, for i = 1,...,n, and DA are
also formulas. The intended meaning of K; A is “agent ¢ knows A”, and DA means
“A is distributed knowledge”. Next, we recall well known distributed knowledge
systems (for more expositions cf. [4, 8]).

Definition 1. The azioms of K2 are (wherei=1,...,n):

Taut. Finite set of axioms for propositional logic,
KD. D(A — B) — (DA — DB),
K;D. K;A — DA.

The rules of inference are:

Modus Ponens: from A and A — B, infer B,
Necessitation rule: from A infer K;A.

If the number of agents n =1, then we add the additional axiom:
Extensions of K2 obtain by adding some axioms as follows:

e TP = KD 4 (K;A — A) + (DA — A),

o S4D = TP + (KiA — KiK;A) + (DA — DDA),

o S50 = 84D + (-K;4 — Ki=K;A) + (-DA — D-DA).

In what follows, L is any of the logics defined above. Next we recall Kripke models
for the systems LP.

Definition 2. A Kripke model M for KL is a tuple M = W, Ry,..., Ry, IF)
where W is a non-empty set of worlds (or states), each R; is a binary accessibility
relation between worlds, and the forcing relation |- is a relation between pairs (M, w)
and propositional letters, that can be extended to all formulas as follows:

26



1. Ik respects classical Boolean connectives,

2. (M,w) IF K; A iff for every v € W with wR;v, (M,v) I A,

3. (M,w) I+ DA iff for every v € W with wRpv, (M,v) Ik A, where Rp =
N Ri.

For Kripke models of T2, S42 and S5 each R; should be reflexive, reflexive and
transitive and an equivalence relation, respectively.

Theorem 1. [/, 8] KD, TP S4D and S50 are sound and complete with respect
to their models.

Hakli and Negri in [7] presented cut-free labelled sequent calculus for distributed
knowledge systems LP. Consider a Kripke model M = (W, R1,...,R,,IF). First
we need a countably infinite set L of labels w, v, u, ..., that are used as the possible
worlds in Kripke models. Then we extend the language of the sequent calculus by
forcing atoms (or labelled atoms) w llF A and relational atoms (or accessibility
atoms) wR;v, where w and v are labels and A is a formula in the language of
distributed knowledge. These atoms respectively denote the statements (M, w) IF A
and wR;v in Kripke models. The axioms and rules for G3KP are given in Table 1.
In the premise of the rules (RK;) and (RD), the label v (called an eigenlabel) should

Table 1. Labelled sequent calculus for G3KZ.

Axioms:
wlk P, I'= Awlk- P wlkFL I'= A wRv, ' = A wR;v
where P is a propositional letter.
Rules:
I'=sAwl-Awl-B,I'=s A wlFAT= Awl- B
(L —) (R—)
wlFA— B, TI'= A I'=sAwl-A—B
- I- K; A, wR;v, v liF
vk A w ICAvaFiA(L’Ci) wRiv, ' = Ajv A(RIC,-)
wlkF KA, wRv, ' = A I'= Awl- KA
IFA wlFDA 20, [ = A ey 2, 1= AvlE A
v Jw SwRiv, .., wRyv, I = (LD) wRiv wRyv, ' = Av (RD)
wllF DA, wRv, ..., wRyv, [ = A I'= Awl-DA

not appear in the conclusion of the rules. Then we can define a labelled sequent

Table 2. Rules for accessibility relations.

wRyw, " = A(Ref-) vR,w, wRv, I’ = A(S m:) wRu, wRv,vRu, " = A
I'= A ! wRv, ' = A ymi wRv,vRu, ' = A

(Trans;)

calculus for various distributed knowledge systems according to properties of their

Kripke models (the rules corresponding to accessibility relations are given in Table
2):
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1. LOGIC AND COMPUTATION

o G3TD = G3K? + (Ref;),

o G3S4D = G3KP + (Ref;) + (Trans;),

o G3S50 = G3KP + (Refi) + (Trans;) + (Sym;),

where i € G. By G3LP we will denote the above labelled sequent systems. Hakli

and Negri proved that all the structural rules (weakening, contraction and cut) are
admissible in the systems G3LP (see [7]).

3 Distributed Justification Logics

In the rest of the paper, we denote by % one of the agents in G or distributed
knowledge operator D, i.e. x € {1,...,n,D}. Similar to the language used in [3] and
[10], for each % € {1,...,n, D}, we shall define a set of terms as justifications for
agent *. We start by defining a set of justification variables and constants:

Var* = {z%,25,...} Cons* = {c},c5,...}.
Now define the set of admissible terms T'm., (for each x) as follows!:

— Var* C Tm,,

Cons* C Tm,,

— if s,t € Tmy, then s+, t, s t, I t, T4t € T'm,,
Tm; C T'mp, for each i € G.

Note that by the last clause, Tm; C Tmyp, we do not need to define variables and
constants for operator D. Another different alternative is to define only one set
of terms T'm that is admissible for all agents as well as for distributed knowledge
operator. A slightly different approach used by Renne in [9] to construct a multi-
agent update language for justification logic with multi-agent communication and
evidence elimination.

Formulas of the justification counterpart of distributed systems are constructed
as follows:

F:= P|L|F - F|[{].F,

where t € Tm,. The intended meaning of [[¢];F' is “t is a justification that agent
1 accepts for F”, and [[t]pF means “¢ is a justification that all agents implicitly
accept for F”7. We begin by defining the language and axioms of basic distributed
justification logic.

Definition 3. The language of JK2 contains only the operators -, and +.. The
azioms of JKP are:

AOQ. Finite set of axioms for propositional logic,
AL [s] AV [].A — [ +. 1.4,

! 'We define the set of terms T'm. for the logic JS52, other distributed justification
logics, as will defined in the Definition 3, do not contain operators !, or 7.. Thus, each
distributed justification logic requires those clauses in the construction of terms that
contains the corresponding operator in its language.
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A2. [s](A = B) = ([t]A = [s -« t].B),
A3. [t];A — [[t]pA.

The rules of inference are:

R1. Modus Ponens: from A and A — B, infer B,
R2. [terated Aziom Necessitation rule: - [[c;: 1
ik 2

c; s are justification constants and i1, ...,y are in G.

[[czl1 i, A, where A is an aziom,

Pt

If the number of agents n = 1, then we add the additional axiom:

A4, [fpA— [ A4.

The justification system JTL is obtained from JK by adding the following axioms:
A5. [[t].A — A.

The justification system IS4 is obtained from JTL by first extending the language
with operators !, and then adding the following axioms:

A6. [l A — [Nt [1]) A

The justification system IS5 is obtained from JS4Y by first extending the language
with operators 7, and then adding the following axioms:

AT, St A = [ 7t [ ] A

Notice that, in the axioms A1, A2, A6 and A7 all occurrences of * are the same
agent or D. By JLP we denote logics defined in the Definition 3. Following [10], we
define constant specifications as follows:

Definition 4. A Constant Specification CS for JLP is a set of formulas of the

form || c?;ﬂzm | C;ll lli, A, where A is an aziom of JLP, cé-l s are justification con-

l .
stants and iy, ..., i, are in G, and moreover it is downward closed: if || c;”: |||
cz-ll]]ilA € CS, then [ ¢;" i,y - cj-ll]]ilA € CS. A constant specification CS' is

aziomatically appropriate if for each axiom A there is a constant ¢t € Tm; such
that [ ¢']liA € CS and also CS is upward closed: if [ ;" ])i,, ... [ ¢\ ], A € CS, then

JIm

I c;’:bi || c;:';]]lm | 6311 li,A €CS, for some constant c;:i € TMmt1-

In the systems that contain axioms A6, we can replace the rule R2 by the following
simple one:

R3. Axiom Necessitation rule: & [[¢']); A, where A is an axiom, ¢! is a justification
constant and 7 € G.

In these systems a constant specification CS' is simply a set of formulas of the form
[¢]iA, such that ¢’ is a justification constant, A is an axiom and i € G. In this
case for axiomatically appropriate, we do not need the upward closed property.

Let JLP(CS) be the fragment of JLP where the (Iterated) Axiom Necessitation
rule only produces formulas from the given CS. Thus JLP(0) is the fragment of JLP
without (Iterated) Axiom Necessitation rule. By JLP F F we mean JLP(CS) - F
for some constant specification CS.
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Ezample 1. One can easily show that JK2(0) + [[s];(A — B)A[t]; A — [s-pt]pB.
This is similar to the fact that KD + K;(A — B) AK;A — DB.

Ezample 2. In JKP the following rule is admissible:

[taliAs A A [E]ln A — [HlpB

for some term t in Tmop.
The proof of the following lemmas are similar to those in [10, 3].

Lemma 1 (Lifting Lemma). For each x € {1,...,n,D}, the following statements
are provable:

1. If [t1)« A1,y . [« Am, By, ..., By = F in JLP(CS), then

[t Ar, . [l Ay [27]Bus - [ 1B E [p(ED]F (1)

in JLP(CS’), for some justification variables x¥ (in Var*), term p(t, &) in Tm,
and CS" D CS (all x’s in (1) stand for the same agent).
2. In part (1), if CS is awiomatically appropriate, then (1) is provable in JLP(CS).

Lemma 2 (Internalization Lemma). For each x € {1,...,n, D}, the following
statements are provable:

1. If JLP(CS) - F, then JLP(CS") F [[p]« F, for some term p in Tm, and CS" D
CS.

2. Suppose CS is axiomatically appropriate. If JLP(CS) + F, then JLP(CS) F
[p]+F, for some term p in T'm,.

It is worth noting that the term p, that is constructed in the proof of lifting or
internalization lemma, is different for each agent x.

4 Semantics

In this section, we consider [-]p as an agent, rather than as explicit distributed
knowledge, and give pseudo-Fitting models for all systems JLP. Fitting models
first introduced by Fitting in [5] for LP.

Definition 5. A pseudo-Fitting model M for JKY is a tuple
M= (W7R17 oo 7RnaRD7€17 e 7€n7€D7lkp)

(or M = W, Ry, Ex,IFp) for short) where W, Ra, ..., Rn,lFp) is a Kripke model, in
which Rp is also a binary accessibility relation between worlds. Admissible evidence
functions E. are mappings from the set of terms and formulas to the set of all
worlds, i.e., E.(t, A) CW, for any justification term t in Tm, and formula A, and
satisfying the following conditions. For all justification terms s and t and for all
formulas A and B:

E1. Eu(s, A)UE(t,A) C Eu(s 4. t, A),
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E2. E.(s,A— B)NE&(t,A) C&. (s« t,B),
E3. &(t,A) CEp(t, A), for each i € G.

If n =1, evidence functions should also satisfy:
E4. Ep(t,A) C & (L A).

The forcing relation Ik, is a relation between pairs (M, w) and propositional letters,
that can be extended to all formulas as follows:

1. Ik, respects classical Boolean connectives,

2. (M,w) Ik, [t]+A iffw € E.(t, A) and for every v € W with wR,v, (M, v) I, A.

We say that A is true in a model M (M Ik, A) if it is true at each world of the
model. For a set X of formulas, M Ik, X if M |-, F' for all formulas F' in X. Given
a constant specification CS, a model M respects CS (or meets CS) if M I, CS.

Pseudo—Fitting models for the other distributed justification logics have more
restrictions on accessibility relations and evidence functions. For JT? each R, is
reflexive. For J S4E each R, is reflexive and transitive and evidence functions should
satisfy:

E5. Ifw e E.(t, A) and wR.v, then v € E,(t, A),
£6. E.(t,A) € &1, [1]).A),

For JS5D each R, is an equivalence relation and evidence functions should satisfy:

ET. I [E.(t, A)]° C Ec(?st, ][]« A), where the superscript operation “c” on sets is
the complement relative to the set of worlds W,
E8. Ifw € &.(t, A), then (M, w) Ik, [t].A.

Next, we prove the completeness theorem for JLP. Since the proof is similar to the
completeness theorem of justification logics in [2, 5], we omit the details.

Theorem 2 (Completeness). For a given constant specification CS, distributed
justification logics JLP(CS) are sound and complete with respect to their pseudo-
Fitting models that respecting CS.

Proof. Soundness is straightforward, as usual, so we focus on completeness. For
completeness we first construct a canonical model M = (W, R, &, IF,) as follows:

W is the set of all maximally consistent sets in JLP(CS),
IRLAG i [t],F € I then F € A,

E.(t.F) = {T' € W|[t].F & I'}

for each propositional letter P: (M, I") I, P ift P € I'.

Specially, for each distributed justification logic JLP, the evidence function &, in
the canonical model M satisfies the proper £1 — £8 properties in the definition
of pseudo-Fitting model. We only show the new property £3 (£4 is similar). Let
I' € &(t,A). Then [[t];A € I'. Since [t];A — [[t]|pA € I', we have [[t]|pA € T,
and therefore I" € Ep(t, A).

One can prove the Truth Lemma: for all formulas F' we have

Fel iff (M), F
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The proof is by induction on the complexity of F' and is similar to that for justifica-
tion logics in [2]. Now suppose JLP(CS) I A, then {=A} is a JLP(CS)-consistent
set. Extend it to a maximal consistent set I" by standard Lindenbaum construction,
then by truth lemma we have (M, I") I, A.

Note that in the canonical model M we have Rp C N R;, and for n = 1,
Rp = R1. Moreover, U &;(t, A) C Ep(t, A), for every term ¢ and formula A. O

One of the key tools we will employ in the proof of realization theorem is the fully
explanatory property of models, that first proved by Fitting in [5] for the logic
of proofs. The definition of the fully explanatory property is the same as that for
justification logics (see [2,5]), except that in order to prove the realization theorem
for JLP we add a new item.

Definition 6. A JLP-model M is a strong model if it has the Fully Explanatory
property:
1. if for every v such that wR.v we have (M, v) Ik, A, then for some termt € Tm,
we have (M, w) Ik, [t]+A4, and
2. if for every v such that wR4v,...,wR,v we have (M,v) IF, A, then for some
term t € Tmp we have (M, w) Ik, [t]pA.

In fact, for our purpose we only need to state the clause 1 of the fully explanatory
property for agents ¢ in G.

Theorem 3 (Strong Completeness). For any axiomatically appropriate con-
stant specification CS, JLP(CS) is sound and complete with respect to their strong
models that respecting CS.

Proof. Tt suffices to prove that, for any axiomatically appropriate constant specifi-
cation CS, the canonical model of JLP(CS) satisfies the fully explanatory property.
We only prove the clause 2 of Definition 6 (the proof of clause 1 is similar to the
case of justification logics, cf. [2,5]). We prove the theorem by contraposition. Let
M = W, R, &, IFp) be the canonical model of JLP(CS), and I' € W. Suppose
[tlpA & I' (or equivalently (M,I") I, [[t]pA) for each t € Tmp. We will show
that there is A € W with I'RpA such that (M, A) I, A. Consider the set

S ={F|[t]pF € I,for somet € Tmp} U {-A}.

We prove that S is consistent. Otherwise, for some [[t1 |pX1,...,[tm ]|DXm in I’
the following formula is provable in JLP(CS)

Xi = (Xp = o (X = A) ).

Since the constant specification CS' is axiomatically appropriate, by Lemma 2, there
is a term s in Tmp such that JLP(CS) proves [s]p(X; — (X2 — -+ — (X, —
A)--+)). By axiom A2, and the fact that [[¢; ]pX; € I" for each ¢ = 1,---,m, we
conclude that

[t1lp X1 — ([t2lp X2 — -+ = ([t 0 X — [t]DA) )

is provable, for t = s pt1 p - - *p ty,. Hence, (M, I') I, [t]pA, which is a contra-
diction. Thus S is a consistent set. Now extend S to the maximal consistent set A.
Therefore, by the truth lemma (M, A) I, A. On the other hand, it is obvious that
I'RpA, and since Rp C N_yR,, for each i € G we have I'R; A. O
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Note that the proof of strong completeness theorem is not constructive, in the sense
that, we did not construct a term ¢t € T'mp such that (M, I') Ik, [t]pA.

5 Realization Theorem

We will use the strong completeness theorem of JLP to present a uniform realization
theorem for all distributed knowledge systems JLP. The author used the same
method in [6] to give a uniform realization theorem for the most common modal
logics. The method is similar to Artemov’s realization algorithm used to show LP° =
S4 in [1]. However, there are some differences. Artemov used proof trees in a Gentzen
sequent calculus of S4, but we employ proof trees in labelled Gentzen sequent
calculus in LP. Moreover, to realize instances of the rule (RO) in the proof tree,
Artemov used the lifting lemma, but to realize instances of the rules (RK;) and
(RD) in a proof tree in G3LP we employ the fully explanatory property of pseudo-
Fitting models. Thus, unlike the Artemov’s realization algorithm, our algorithm is
not constructive. Before stating the realization theorem we need some definitions.

Definition 7. For a JLP-formula F, the forgetful projection of F', denoted by F°,
is defined inductively as follows:

For propositional letter P, P° = P, and 1°=1,
A— B)°=A° — B°,
[1]:4)° = KC:A2,

t

1.
2.
3.
4. ([t]pA)° = DA,

(
(
(
For a set X of justification formulas we let X° = {F°|F € X}.

In the rest of this section we will prove the following results:

JKP°=KP  JTD° =T1P, W
JS4P° —=s4P  Js5P° — S50,

Definition 8. Let A be a formula in the language of LP. A realization of the for-
mula A is a JLP -formula A" such that (A")° = A.

More precisely, a realization A" is obtained by substituting each modality IC; in A
for a term in T'm;, and each modality D in A for a term in T'mp. A realization
is called normal if all negative occurrences of modalities are replaced by distinct
variables.

Definition 9. let M = (W, R., &, k) be a pseudo-Fitting model for JLP and L
be the set of labels used in derivations. An interpretation || based on model M is a
total function [-] : L — W. Then we will define when an interpretation [-] validates
a formula:

— [-] validates the labelled formula w - A, if (M, [w]) Ik, A,
— [] validates the relational atom wR;v, if [w]R;[v].
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1. LOGIC AND COMPUTATION

Now consider a model M for JLP. A sequent I' = A is valid for an interpretation
[[] based on model M, if whenever [-] validates all the formulas in I" then it validates
at least one formula in A. A sequent is valid in a model M if it is valid for every
interpretation based on M. A sequent is valid in JLP (or it is JLP-valid), if it is
valid in every JLP-model M.

The following lemma is helpful in the rest of the paper. To distinguish between
labels in the syntax of our sequent calculus and possible worlds in models, we will
denote the possible worlds by letters: k,I,m, .. ..

Lemma 3. The JLP-formula A is valid in model M if and only if the sequent
= wllF A is valid.

Proof. (=) Suppose A is valid in the model M = (W, R., &, k). Then for every
interpretation [-] based on M, and every label w € L we have [w] € W, and therefore
(M, [w]) I, A. Thus, the interpretation [-] validates the sequent = w lI- A. Since
the interpretation [] was arbitrary, the sequent = w Il A is valid in M.

(<) Suppose the sequent = w Il A is valid in M, i.e. for every interpretation []
based on M we have (M, [w]) IF, A. For an arbitrary world k& € W, define the
interpretation [-]" on M such that [w]’ = k. Hence, (M, k) IF, A, and A is valid in
M as well. O

In the proof of realization theorem, we need to use only strong models of JLP that
respecting an axiomatically appropriate constant specification. For convenient con-
sider the Total Constant Specification:

TCS ={] c;:: ||| 0311 Jli, A| A is any axiom of JLP and c;,’s are constants}.
Clearly, TCS is axiomatically appropriate. In the following theorem, LP and
JLP are respectively modal and justification logics that are described by equations

(1.

Theorem 4 (Realization Theorem). JLP° = LP

Proof. By induction on the derivation of formula F in JLP, one can easily prove
that: if JLP  F, then LP + F°, and therefore JLP° C LP. Next suppose LP + F.
Then there exists a cut-free derivation of the sequent = w lIF F' in G3LP, for some
label w. We will describe a procedure in which we can find a sequent = w Il F" that
is JLP-valid with respect to strong models that respecting 7C'S, and therefore, by
Lemma 3 and Theorem 3, we have JLP(7CS) - F".

Let O € {K4,...,K,,D}. First we construct disjoint family of (s, with the
usual definition of related [I’s in a derivation (i.e. occurrences of O in the related
formulas in rules are related). Negative and positive occurrences of [J are also defined
as usual. So in a cut-free derivation, all the occurrences of J in a family has the
same polarity. A family is called essential if it contains at least one instance of the
O introduced by the rules (RO), i.e. by the rules (RK;) or (RD). Then we replace
all occurrences of [J in each family by distinct fresh justification variables, such a
replacement is called a pre-realization, as follows:

KiA~ [z]; A
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DA ~ [[z]pA

where in each replacement x is a new variable. Now we have a tree of sequents in the
language of JLP. Beginning from sequent axioms, we inductively prove that each
sequent in the tree is JLP-valid with respect to strong models that respecting 7CS.
The important point here is the correspondence between the rules for accessibility
relations in G3LP, and the properties that accessibility relations in the models of
JLP have. The validity of sequent axioms are obvious. We shall verify the validity
of rules by induction. We detail the proof in some cases. For example, consider an
instance of the rule (LKC;) for ¢ € G. After pre-realizing the modalities K; by a
justification variable in T'm;, say x, the rule looks like:

viF A wlk [z];A,wRv, I = A

wlF [2];A,wRwv, T = A (LK)

Suppose M is a strong JLP-model respecting 7CS, and [] is an arbitrary inter-
pretation based on M that validates all formulas in I', (M, [w]) IF, [z ];A and
[w]R;[v]. We have to show that [] validates at least one formula in A. By the in-
duction hypothesis, the premise v IF A, w IF [z]); A, wR;v, ' = A is valid in every
strong JLP-model respecting 7C'S. From (M, [w]) Ik, [z];A and [w]R;[v], by the
Definition 5, we conclude that (M, [v]) IF, A. Thus, [-] validates at least one formula
in A as desire.

Other logical rules of G3KP are treated similarly, except the rules (RO). For
instance, assume an instance of the rule (RD) after replacing its essential D by
variable x:

wRyv, ..., wRyv, I = AjvlF A
I'=s Awlk- [z]pA

Suppose M is a strong JLP-model respecting 7C'S, and [-] is an arbitrary interpre-
tation based on M that validates all formulas in I'. By the induction hypothesis,
the premise wRyv,...,wR,v,I" = A,v IF A is valid in every strong JLP-model
respecting 7CS. Let k be an arbitrary element of W such that [w]R1k, ..., [w]R,k
and [-]" be the interpretation identical to [-] except possibly on v, where we put
[v) = k. Clearly [-] validates all the formulas in the antecedent of the premise, so it
validates a formula in A or it validates v I A, i.e. (M, k) I, A. In the former case,
since v is not in A, [-] validates a formula in A. In the latter, since k is arbitrary
and by assumption M is fully explanatory, by clause 2 of Definition 6, there is a
term ¢ in Tmyp such that (M, [w]) I, [¢]]pA. Now we replace all the variables z in
the tree by the term ¢.

Lastly, let us consider the rules for accessibility relation, for instance the rule
(Ref;) in G3TY (and its extensions G3S4P and G3S5D):

wR,w, I’ = A
I'= A

Suppose M is a strong JT2-model respecting 7CS, and [-] is an arbitrary interpre-
tation based on M that validates all formulas in I". Thus the accessibility relation
R; in M is reflexive, and therefore for every w € L we have [w]R;[w]. By the in-
duction hypothesis, the premise wR;w, ' = A is valid in every strong JT2-model
respecting 7CS. Hence, [] validates at least one formula in A as desire.

(Ref;)
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1. LOGIC AND COMPUTATION

Eventually, we get a JLP-valid (with respect to strong models that respecting
TCS) sequent = w ll- F", in which F" is a realization of the formula F. Thus, by
Lemma 3, the formula F7” is JLP-valid with respect to strong models respecting
TCS, and therefore by strong completeness theorem we have, JLP(7CS) - F".
The realization built in this proof is normal. a

6 Conclusions

This paper is the first study of the justified distributed knowledge systems. The
advantage of this study is to incorporate the notion of evidence (or justification)
into the distributed knowledge systems. For future work, it is natural to combine
the justified distributed knowledge logic JS42 with the explicit evidence system
with common knowledge LPS introduced in [3]. The method of proving realization
theorem used in this paper, might be helpful to find justification counterpart of
other notions of group knowledge, as well as common knowledge.

There remains also some questions: Is there Fitting models (pseudo-Fitting mod-
els which do not contain accessibility relation Rp) for JLP? Are JLP conservative
over multi-agent justification systems JLy (the systems JLP without distributed
knowledge operator)? Are there cut-free tableau or Gentzen systems for JLP?

Acknowledgements
I would like to thank the referees for their useful comments and suggestions.

References

1. Artemov, S.: Explicit provability and constructive semantics, Bulletin of Symbolic
Logic, 7(1):1-36 (2001).

2. Artemov, S.: The logic of justification. The Review of Symbolic Logic 1(4), 477-513
(2008)

3. Bucheli, S., Kuznets, R., Studer, T.: Explicit Evidence Systems with Common Knowl-
edge. E-print 1005.0484, arXiv.org, May 2010.

4. Fagin, R., Halpern, J.Y., Moses, Y., Vardi, M.Y.: Reasoning about knowledge. MIT
Press (1995).

5. Fitting, M.: The logic of proofs, semantically, Annals of Pure and Applied Logic,
132(1)(2005) 1-25.

6. Ghari, M.: Labelled sequent calculus for justification logics, Manuscript 2010.

7. Hakli, R., Negri, S.: Proof theory for distributed knowledge. In Computational Logic
in Multi-Agent Systems. 8th International Conference (CLIMA-VIII), LNCS 5056,
pages 100-116. Springer-Verlag (2007)

8. Meyer, J.-J.Ch., van der Hoek, W.: Epistemic logic for AI and computer science.
Cambridge University Press (1995).

9. Renne, B.: Evidence elimination in multi-agent justification logic. In Aviad Heifetz,
editor, Theoretical Aspects of Rationality and Knowledge, Proceedings of the Twelfth
Conference (TARK 2009), pages 227-236, Stanford University, California, July 68,
2009.

10. Yavorskaya (Sidon), T.: Interacting explicit evidence systems. Theory of Comput. Syst.
43, 272-293 (2008)

36



Epistemic Term-Modal Logic

Rasmus K. Rendsvig

Roskilde University

Abstract. In the present paper syntax, constant domain semantics with
non-rigid constants and an axiom system for n agent systems with iden-
tity for a term-modal logic is presented. Examples of expressibility will
be given, and venues of further research addressed.

In his 1637 Discourse on Method, French philosopher René Descartes famously
wrote Cogito ergo sum: I think, therefore I am. Without dwelling in details of
Descartes’ writings, one may see the proposition as loosely based on existential
instantiation — thinking is a property, and if something possess the property,
it must, too, exist. But though a classic epistemic and existential proposition,
Cogito ergo sum is not expressible in classic, first-order epistemic logic.

In fact, even in full-fledged second-order epistemic modal logic, there are
certain such elements of first-order reasoning that cannot be expressed. These
regard the reasoning agents, their role as knowers and their existence. For though
our agents are able to reason both about objects and their properties and their
own and other agents information about such matters, they are not able to
reason about neither themselves nor other agents as objects. Had Descartes
used classic first-order epistemic logic to formalize his arguments, he could never
have concluded his own existence.

The reason for this is two-fold. From a semantic point of view, the agents of
epistemic logic do not, strictly speaking, exist in the most basic sense, namely
in the domains of the models for our various first-order modal logics. Even if we
stipulate a subset of the domain to be agents and add agent predicates, this will
be insufficient due to syntactic limitations: the property of being “a knower” is
expressed by structurally crude modal operators. The agent-denoting indices of
such operators are not terms of the first-order language, and hence these do not
work as such either.

To exemplify, if we assume P (a) true at some state in a model, it would
not be a fair reading of K,P (a) that agent a knows of himself/agent a that
he is P, for the two occurrences of ‘a’ is neither syntactically nor semantically
connected. In fact, the formula blatantly misuses notation. This is the case as
the set of operators are defined using an index set distinct from the terms of the
first-order language — often I = {1,2, ..., n}. Hence, we should write, for example,
K1 P(a) clearly marking the lack of connection between the knower, 1, and the
know-of object, a.

As a result, there are certain aspects of regular first-order reasoning, like that
of Descartes, that we are still not able to express in first-order modal logic.
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1. LOGIC AND COMPUTATION

To give an example, imagine student a having to obtain information ¢ regard-
ing who is to speak after lunch at some summer school. Let us further assume
that all members of the Program Committee knows ¢ and that this is known by
a, i.e. K,V (PC (z) — Kyp). Thus a could conclude that b should know ¢ if b
is known to be an organizer. Yet, the universal implication known by a cannot
be expressed in classic first-order epistemic logic — it is simply not well-formed.!

The lack of expressibility is due to that fact that the knowledge/belief/etc.
operators “only” serve as operators — they do not, too, serve as predicates. And
as predicates are what expresses properties in first-order modal logic, neither
knowledge, belief or other intentional attitudes can be formalized as properties.

In the present paper syntax, constant domain semantics with non-rigid con-
stants and an axiom system for n agent systems with identity that allow for
this kind of reasoning will be presented. In order to capture the relevant aspect
of agency, namely existence, agents are added explicitly to the domain and are
each correlated with an accessibility relation and operators. The operators are
indexed by terms of the first-order language in order to ensure that they operate
as both operators and predicates. Examples of expressibility will be given and
venues of further research addressed. The semantics proposed have been con-
structed so as to allow for the construction of normal term-modal logics, and a
variant of the canonical model theorem has been proven in [10]. The term ‘term-
modal logic’ was coined in [11], where completeness is shown for sequent calculi
and tableaux systems for K, D, T, K4, D4 and S4 for semantics with monotone
domains, rigid constants and function symbols and without identity. Earlier, in
[9] a term-modal logic with constant domains and non-rigid constants is formu-
lated for belief and soundness shown for KD45. Truth-value gaps are used to
render By false for non-agent denoting terms, resulting in non-standard truth-
conditions for the operators, in turn resulting in the lack of validity of Dual
and Knowledge Generalization. In [8] a first-order dynamic term-modal logic is
constructed. Non-rigid constants are used along with a constant domain con-
sisting only of agents, and quantification is done by wildcard assignment. In[6],
Hintikka does at late passage use the operators as predicates and quantify over
the indices, and the mention of the idea can be found as early as [12].

Changes to syntax

The changes to the syntax of ordinary first-order epistemic logic in order to
gain the expressibility required to quantify over agents and denote these with
constants are not difficult. Define a language £™ for a n agent logic a countably
infinite set of variables VAR, a set of constants, CON, and a set of relation
symbols, REL, where both CON and REL are (possibly empty) countable.?

! The same kind of reasoning could be forced in propositional epistemic logic with an
‘Everybody in G knows that’ operator, Fg, as Eqgy — K, is valid for all i € G
— but the information whether ¢ is in G or not is not information available to the
agents as it is a meta-logical condition.

2 The notation REL, will be used to denote the subset of REL consisting of n-ary
relation symbols.
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The set TER of terms of L™ are VARUCON. The language is relativized to n
agents by requiring the existence of a subset AGT C VAR where |AGT| > n.
The well-formed formulas of £™ (henceforth formulas) are given by

pu=R"(t1, .. tn) [ t1 =12 | @ | @ AN | Vo | Kpp.

where R™ € REL,, t,ty,...,t, € TER and x € VAR.

The remaining logical connectives, the existential quantifier and the dual oper-
ator as well as definitions of free and bound variables and sentences are all as
usual.

This use of the modal operators allow for them to serve both a role as oper-
ators, but also a role as classic predicates, hence providing us with the wished
for added expressibility. To exemplify, where ¢ is a formula, both dx K, and
K. A (a=10) — Kpp are well-formed formulas proper.

Index set and classes of operators. In regular modal logics, the set of modal
operators is, so to speak, under control. That is, it is simply defined so that
for each ¢ € I for some finite set of agents I, K; is an operator. Given the
above syntax the set of operators depend on the set of terms. Once we define
the semantics we will only have a finite set of accessibility relations, and each
operator is then correlated with a relation via the elements of the domain, thus
creating classes of semantically equivalent operators.

There are two reasons to introduce an index set in order to partition the op-
erators, even though it is not necessary to define the set of well-formed formulas.
The first pertains to the adding of additional axioms: if there is no partition of
the operators, there is not way to add axioms for a specific subset, i.e. a class
of operators. We do want to be able to add class-specific axioms, though, as
each class will contain exactly the operators for one specific agent. Hence adding
axioms for a specific class will allow differing epistemic strength of the agents.

Secondly, a partition of the operators is very handy when proving complete-
ness of axiom systems by canonical models, see [10]. The reason is that the
classes of semantically equivalent operators are induced by the domain of the
semantic structures, as defined below. But as the domain of the canonical models
is normally defined through the accessibility relations (which is usually defined
through inclusion of operators in maximal consistent sets), we need to “cut the
loop”, making sure we can define these classes by other than semantic means.
To this end we introduce, for a language £™, an index set I = {1,2,...,n} and a
surjection

tagr I — Pagr

where @ g7 is a partition of AGT with each class being countably infinite.?
This ensures that we will not run out of variables denoting each agent. We
enumerate the class iagr (k) € Pagr by {Zk1,Zk2,...}. On the basis of this
partition of the agent denoting variables, we define a partition of the operators
K={K,p:x € VAR, p € L™} of n + 1 sets such that for k = 1,...,n, K; =

3 That is Dagr = {AGTk : UkeIAGT = AGT A (k’ ;é | = AGTk ;é AG,Tl) A\
Vk € 1:|AGT,| = No}
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{Kwkm@ P Tem € TAGT (]43)} and Ky = {Kﬂp c—dkel:x €iaar (k)} We de-
note the partition {Ky, ..., K,, K4} by K/i, and where K¢ € K;,i € {1,...,n, A},
we will call K, a K;-modality. For each k € I, the class of operators will be cor-
related by the semantics with one of n agent in the domain. The last class is
related to all other objects.

Semantics

Frames. As we are now dealing with languages with more expressive power than
standard first-order modal logic, the definition of frames becomes increasingly
complex.* Thus items 4 and 5 below will not occur in standard definition of
first-order frames. They are required for present purposes as we need to be sure
this information is encoded at the most basic level of the semantic structures.
Item 4 defines the set of agents included in the domain, and item 5 correlates
each object of the domain with an accessibility relation.

Definition: n-frame. An n-frame for a language L™ is a quintuple F =
(W, R™, Dom, Agt™, ~) where

1. W is an non-empty is a set of states

2. R™ is a non-empty set of n relations on W (that is, R™ = {Ry, ..., R, } ,and
VR, € R : R; CW x W)

3. Dom is a non-empty domain of quantification

Agt™ is a privileged subset of Dom consisting of n elements, called agents

5. ~: Dom — R™U{W x W} is a function such that Vi € Agt™ :~ (i) € R®
and Vj € Dom\Agt™ :~ (j) =W x W R

~

To ease notation in the following, we enumerate Agt™ by {aq,...,a,} and assume
that ~ (a;) = R;. The elements of W will also be referred to as worlds, and
below we will often omit explicit reference to n when speaking of n-frames.

Though it would be interesting to work with more general frames, with no
restrictions on the domain and agent set, the present semantics are simpler, and
hence easier to work with. Allowing for varying domains — and with them varying
agent sets — would allow for interesting applications, like the death or firing of
agents, but would complicate proving meta-theoretical results.

In 5. in the definition, each agent from Agt™ is related its accessibility relation
and further, each non-agent object is related to the universal binary relation on
W. The latter is partly an artificial choice as elements of the domain that are
not agents should never know anything. From a mathematical point of view this
is choice is the preferred one over mapping the class to (), as this would require
a far more complex axiom system. In addition, our choice leads to operators
from K4 to behave like global modalities, which adds extra expressibility to the
logics and eases meta-theoretical results. Though, as formulas K;p where ¢ is a
non-agent denoting term, and K; thus a global modality, will only be true when

1 At least the expressive power is different. It has not been proven that we have an
conservative extension of the systems defined in for example [3] or [4], though this
is suspected.
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@ ig a valid in a specific model, one can take it that this construction merely
models what it is to be dumb as a door. Further, adding global modalities for all
non-agent objects allows the rule of Knowledge Generalization to preserve truth
and Dual to remain valid (see further below).

Interpretation, model and valuation. We now define an interpretation to
be a function
Z:REL, x W — P (Dom™)

that to each n-ary relation symbol assigns some set of n-tuples (dy, ..., d, ), where
{ds,...,dn} € Dom relative to each world w € W. The special case of identity is
treated by letting Z (=, w) = {(d,d) : d € Dom} for all w. Further, let

Z:CON x W — Dom

and we denote the value of constant ¢ in w with Z (¢, w) where Z (c,w) € Dom.?
A frame F augmented with an interpretation Z is called a model, and is denoted
M = (F,T), and a valuation is defined as a surjective (onto) function

v: VAR — Dom

where in particular
v: AGT — Agt"

too is surjective, with the further requirement that if z,y € i ;&5 (k) for some
keI, thenv(z) =v(y) and if x € VAR\AGT then v (z) ¢ Agt™. Where v and
v’ are valuations in M, and v (y) = v’ (y) for all y € VAR, except (possibly) z,
v’ is called an z-variant of v. We will use t“"¥ to denote the extension of the
term ¢ at world w under valuation v given the model specified by the context.
That is, where t € CON,t""Y =T (t,w) and where t € VAR, t“"" = v (¢).

That constants are chosen to be defined as non-rigid is motivated by the
interpretation of first-order epistemic logic found in [6] and [3]. Here, the formula
K.a = b is read ‘c knows that a and b are the same/denote the same object’.
Giving the constants a rigid interpretation would result in all identity statements
being valid, and hence known, in each particular model. Hence agents would
always be able to tell all things apart perfectly — no two things would ever be
indistinguishable to any agent, and it would not be possible to model scenarios
where an agent has lost track of which coffee cup was his.

When using non-rigid constants, a scoping mechanism is often included in
order to disambiguate — like the predicate abstraction of [4]. In the present, such
is not required as the reading of possibly ambiguous formulas, as K;¢(a), have
a natural reading in the epistemic interpretation where knowledge operators are
taken to be primary over constants in the sense of [4, p.189]. Such a reading
further fits with a sequential decomposition of formulas when using the follow-
ing truth conditions and allows for meaningful constructions of de re/de dicto
statements as presented in [3].

5 It worth noticing that we here define constants as being non-rigid, i.e. constants are
allowed to take different values in different worlds. This affects the validity of certain
axioms, as will be mentioned later.
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Truth conditions. Where M is a model, w € W,Z is an interpretation and
v a valuation we denote truth of ¢/¢ being satisfied at w in M under v by
M,w E, ¢, and define truth/satisfaction recursively as follows:

M,wE, P(ty,ta, .. ty) iff (#7765, ., YY) € T (w, P)

M,wkE, t; =ty iff (¢777,t5") € T (=,w) iff t1"" =t
M,wkE, —p iff not M, wkE, ¢

MwE, o ANY iff M,wE, ¢ and M,wE, ¢

M, wE, VzP (x) ifft M,wkE, P (x) for all z-variants of v

Recall that ~ (V) € R®"U{W x W}. We define truth of modal statements thus:

M,wE, Kipiff V' : (w,w'") e~ (tV), M,w' F, ¢
M,wE, Kipiff ' : (w,w') €~ () and M,w’ E, ¢

These definitions for operator semantics ensures the validity of both the rule
of inference Knowledge Generalization and the axioms K and Dual, all consti-
tutive of standard, normal modal logics.®

The Axiom System K,

In the following, we list the axioms proposed in [10] for a term-modal version of
normal modal logic for n agents in a language £™, which we will here denote K,,.
The axiom system is inspired by those for first-order modal logic used in [2,3,7].
The axiomatic system for K,, includes all substitution instances of validities of
propositional logic” and the following axioms (axiom schemes), starting with
first-order axioms:

e V : Where ¢ is any formula of £™ and y is a variable not bound in ¢:
Vap — ¢ (y/z)

e Id: Where ¢ is any term: t = ¢

e PS: For all variables z,y: (z =y) — (¢ (x) < ¢ (y))

e J1Id: For any constant ¢: (¢ =¢) — 3z (x =¢)
We must restrict both V and PS to variables only since unrestricted versions of
these two axioms result in an unsound system when the semantics are defined
using non-rigid constants.® Further, we include the following modal axioms:

o K: Ki (¢ = ¢) — (Kip — Kit))

e Dual: K;p < K~y
Both K and Dual are constitutive axioms of normal modal logics. Further, where
K,p € Ky, we add the following axioms schemes in order for these modalities
be global:

6 Proofs are left as an exercise to the reader to look up in [10].

" That is, where ¢ is a validity of propositional logic with all propositional variable
uniformly replaced by formulas of £*, ¢ is an axiom of Kjy.

8 See [3], p. 88-90, for a proof with respect to regular first-order modal logic. The proof
given there carries over almost without change.
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o T: Kp— ¢

o4 Kpp — K Ky

*B:p— IA(TKTQD

o Kyp — Kyp
Here, T, 4 and B in conjunction results in all non-agent objects’ accessibility re-
lations being equivalence relations, and Inclusion ensures that all relevant states
are related, why the relation(s) are universal. Finally, we include mixed axioms
to control the interplay between quantifiers and operators:

e Where t # z, the Barcan Formula®: VaK;p (1) — K;Vxp (1)

e Knowledge of Non-identity'%:(z1 # x2) — K; (x1 # x2)
The inference rules of K,, consists of Modus Ponens

P — w, (MP)
G
and Universal Generalization well-known from first-order logic: where = does not
occur free in ¢,

=
_ G
Py (Gen)
and finally Knowledge Generalization constitutive of normal modal logics:
¥
KG
Kip (KQ)

That KG continues to preserve truth under the semantics provided is due to
the choice that all non-agent elements of the domain are correlated with total
binary relation on W. Had we instead chosen that K;¢ should be false for all
non-agent denoting terms ¢ and all formulas, as might have been a more just
modeling as no non-agent objects ever know anything, the rule would obviously
need side-conditions in order to preserve truth. One way to remedy this would
be to add agent axioms, A (z), for all the agent variables of AGT, and require
that both A (z) and ¢ be provable before one could conclude K . One could
then remedy the semantics be requiring that A (x) be true at w in conjunction
with our ordinary requirements, but this would result in a conjunction being the
main connective in the truth definition for such modal operators, which would
then again result in the invalidity of the axiom Dual.

Assuming standard definition of K,,-proofs (a la [1]), we can now define a
normal n agent term-modal logic as any set of formulas A from £™ that contains
all K,, axioms and which is closed under K,, inference rules. If we further adopt
regular definitions for validity and semantic consequence, say that a logic A is
(strongly) complete with respect to S if, for any set of formulas I' U {¢}, if
I' Es ¢, then I' b4 ¢, where S is a class of frames (or models), the following
result can be proven:

9 The BF is not valid if we allow ¢t = x. Fortunately, when BF is used in the proof of
the existence lemma given in [10], this does not matter.

10 The axiom is restricted to variables as an unrestricted version is invalid with non-
rigid constants.
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Theorem: Canonical Class Theorem. Any normal n agent term-modal logic
Ais (strongly) complete with respect to the class of canonical models for A. B!

Adding Classic Epistemic Axioms

As the construction of the logics presented here have epistemic applications in
mind, further axioms are required for the standard interpretation, namely those
of classic epistemic logic — T, K;po — ¢, and 5, - K;po — K;—K;p, classically
for any ¢ € I, which for validity requires that the accessibility relations of the
agents are reflexive for T and euclidean for 5.12

When using term-modal operators, even when the accessibility is assumed to
have the appropriate properties, this does not entail the validity of axioms with
nested operators, such as 4 or 5 — that is, if these are added for all terms.

We can illustrate this with the very simple case of 4, K;p — K;K;p, which
when using regular operators and the corresponding semantics, characterize tran-
sitivity. For assume for some model M, state w, valuation v, constant a and
formula ¢ that M, w |=, K,p. Hence, for all w’ such that (w,w’) €~ (Z(a,w)),
M,w'" =, ¢. Now assume M,w =, ~K.K,p. Then for some w” such that
(w,w") €~ (Z(a,w)), M,w"” =, -Kup, and for this we must have for some
w'" such that (w”,w") €~ (Z(a,w"”)) and M,w"" =, —~¢. Now we may ordi-
narily conclude by transitivity that as (w,w”), (w”,w") €~;, so will (w,w"")
and hence M,w"" =, ¢ by assumption, which leads to a contradiction. This
last step is unwarranted, though, under the present semantics as ~ (Z(a,w))
and ~ (Z(a,w"”)) may in fact not be the same relation over W at all, as the
interpretation of a may vary form world to world, why there is no guarantee
that ~ (Z(a,w)) =~ (Z(a,w")).

If we on the other hand add such axioms restricted to variables occurring
as indexes, these will be valid. That is, if we add K,p — K, K., this will be
valid exactly on transitive frames, and - K,p — K, K,y will be valid exactly
on euclidean frames. Hence adding such versions of T and 5 for all variables
will result in a system reminiscent of classic epistemic logic. Here, each agent’s
accessibility relation will be an equivalence relation, and the accessibility relation
of all non-agents will be the universal relation on the frame of the given model.
As mentioned, such a system will not validate constant-indexed versions of for
example 4.

It is interesting to note that the invalidity of this was thought of as reasonable
in [6], where Hintikka writes: “we must therefore assume that the person referred
to by a knows that he is referred to by it ... that it is true to say “a knows that
he is a”...”. For if we assume for some model M that M,w |=, JzK, (z = a),
i.e. that a knows who a is in the reading of [6] and [3], it follows that M, w =,
K,p — K.K,p. Indeed, it is seen that this results exactly as the assumptions
insures that Z(a,w’) remains constant for all w’ in ~ (Z(a,w)), i.e. that the
constant a designates rigidly over the states accessible for agent Z(a, w) from w.

1 For all definitions and the proof of this theorem, see [10].
2 As T and 5 characterizes reflexive and euclidean frames, respectively, cf. [1].
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Examples of Expressibility

Returning to the motivating example from the introduction, we are now in a
position to express the student’s predicament at the summer school, for

K, (PC(z) — Kyp) will in fact be a well-formed formula. Hence the student
of the example gain the ability to infer from strictly extensional features to
second-order information in non-ad hoc manner.

Relating to the reasoning of Descartes, the knowledge operators now also
function as predicates, hence allowing us to conclude existence from knowledge.
Not only is K, — Jx K, expressible in the present term-modal logic, it is also
a validity.

Further, we gain the expressibility to define an “everybody knows that’-
operator, Eg, using a unary predicate G to denote the group of agents of interest:
we can simply define Eqy as Va (G (z) — K, ). This is sharp contrast to classic
first-order epistemic logic, where Egy is not well-formed for predicate G from
the first-order language.

Moreover, Egy is true just in the case where all agents in G knows ¢ — that
is, it captures exactly the behavior of the Eg-operator of [3], though it cannot be
nested as easily. This is due to the fact that predicates non-rigid, and operators
for varying groups would result, cf. [8]. The behavior of rigid, nested operators
can be captured if we let V" denote the quantifier block V&, YV, —1..Va1, G™ (2)
denote the conjunction G (z,) A G (zp—1) A ... A G (x1) and K¢ denote the
formula K, K, ,..K. ¢.'> We can then define a series of operators by setting
El¢ = ¢ and E&M ¢ = Vo, V"2 (G (2) A G (zn11) — Ko, K2¢). This
will result in fixing G throug relevant worlds. We can then define the truth
conditions for a ‘common knowledge in G’ operator, Cg, by M,w |, Cgyp iff
M,w =, EEp for k=1,2,....

Utilizing the newly-gained expressibility, we can further ensure that mem-
bership of G is common knowledge in G and not know by anyone else by requir-
ing the truth of CoVy (G (y) < K., G (y)),!* and adding to this define “secret
club” common knowledge of ¢ by CoVy (K,p < G (y)), knowledge that would
be handy to be able to express when modeling convention-based choice in coor-
dination games in the style of [5].

Conclusion and Further Perspectives

The system Kpand corresponding semantics presented is behaves nicely with
respect completeness, and it is easy to add axioms ensuring the regular proper-
ties of first-order epistemic logic, where the resulting systems have an interest-
ing added expressibility. The systems allow for reasoning about knowledge as a
property of existing agents, which in turn results in interesting interplay between
terms and predicates from the first-order language and the modal operators.

It would be interesting to investigate whether Cg-operator in fact behaves
like that of [3], and it is an open question what relation the proposed system

13 We let both ¥z and G° (z) denote the empty string, and K2y := ¢
' Where ; is bound by the universal quantifier of E&.
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stands in with other term-modal systems, like those of [8,11], and to what degree
meta-theoretical results can be obtained for varying domains and agent sets for
the currently specified systems. Further, to eliminate truth of K;p where t is
a non-agent denoting term, one might consider using a two-sorted language, as
proposed in[8]. It would interesting to see what meta-theoretical results could be
proven, as well as consider the philosophical foundations for systems in which
agents can always tell agents non-agent objects.
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Abstract. This article shows the existence of a universal Turing ma-
chine without using codification. That purpose is achieved by delineating
a first-order axiomatic theory with axioms for all Turing machines and
defining a model for this theory which is a universal Turing machine.
The main conclusion is that codification is not necessary for proving the
universality of a computing device, a conclusion that can provide a new
approach to the universality in quantum Turing computability.

Keywords: Universal Turing machines, Quantum Turing computability, Codi-
fication.

1 Introduction

In the study of the notion of Turing computability, the existence of universal
Turing machines is a central point [6]. In 1985, Deutsch [7] introduced quantum
Turing machines as precise models of quantum computers and proposed a model
of universal quantum Turing machines. Although many works have developed
the idea of quantum Turing machines, still today there is no consensus about
the existence of a universal quantum Turing machine, as we can verify in [18,
10]. Nowadays one of the main themes of research in theoretical computer sci-
ence is quantum computing [14], it would be desirable, then, to understand how
universality emerges in Turing computability as a whole.

Let Mac be the set of all Turing machines. An encoding is a function f from
Mac to N which associates to each Turing machine M € Mac the (numerical)
code f(M). By codification we mean the process of encoding and decoding (the
inverse of encoding). In general, codification has a central role in the construc-
tion of universal computing devices. In quantum computing that is not different
and, roughly speaking, we can say that the problems with respect to universal-
ity in quantum Turing machines are associated to the possibility of combining
simulation (which involves codification) and superposition of configurations in

quantum computationsl.

L Cf. [10] for details.

47



1. LOGIC AND COMPUTATION

Nonetheless, when Turing [16] showed the existence of a universal Turing
machine, he did not use codification. Indeed, Turing gave a standard description
for each machine that computes a particular function as a kind of codification
for the universal computing machine and, by doing so, he defined a table of
instructions for a universal Turing machine based on this standard description.
It was Kleene [12] that used his primitive recursive predicate T, which describes
the trees of computation of the partial recursive functions via codification, in
order to proof the existence of a universal partial recursive function.

In 1950’s years, Davis [4, 5] defined the concept of universal Turing machine in
terms of Kleene’s predicate and therefore he established Godel numbering as part
of the definition of a universal Turing machine. Following Davis’ approach, in
turn, today the use of numerical codification in the study of universal computing
machines is treated as essential. In order to verify this, it is sufficient to consider
the papers in the compendium [11] that contains a half-century survey of research
about universal Turing machines or the survey of recent works on small universal
Turing machines presented in [17].

In the present paper, however, we shall show the existence of universal Tur-
ing machines without using any kind of codification. Thus, we would like to
contribute to the undestanding of universality in Turing computability, which,
as we said above, has a central importance in the study of quantum computing.
The structure of the paper is the following. In section 2, it is delineated a first-
order axiomatic theory for Turing machines. According our logical approach,
Turing machines are conceived as models for first-order axiomatic theories. In
section 3, a universal Turing machine is defined as a first-order structure that is
a model for the axiomatic theory that contains axioms for all Turing machines.

2 Turing machines and Turing structures

When Turing defined his model of computation in [16], he had the insight to
give a characterization of the computations of his automaton in a first-order
language. This is what enabled Turing to show the unsolvability of Hilbert’s
Entscheidungsproblem as a consequence of the uncomputability of the halting
problem. Turing’s intuition can be sharpened, and an appropriate first-order
formal system for Turing machines as a whole can be developed.

Definition 21 The Turing language L is the first-order language with signature
S ={0,+1,-1,<,Q, S}, whose elements are, respectively, the constant zero, the
unary function symbols successor and predecessor, the binary relation symbol
for order relation, the ternary relation symbols for state relations and symbol
relations.

We shall assume the definitions of all syntactic notions as in [8]. In particular,
we shall denote the provability relation by . To make the text more readable,
n and —n will be, respectively, abbreviations for 0 followed by n applications
of +1 and —1. In this work, we shall pressupose all basic notions about Turing
computability in [15], but we conceive Turing machines like in [9].
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Definition 22 A Turing machine is a non-empty function M such that for some
natural number n,

Dom(M) C {0,1,...,n} x {0,1,2},

Cod(M) C{0,1,...,n} x {0,1,2} x {«,>},

where:

1. The elements in the first factor of Dom(M) and Cod(M) are the states of
M, 0 is the initial state and n the final state;

2. The elements in the second factor of Dom(M) and Cod(M) are the symbols
of M, 0 is the numeral zero, 1 is the numeral one, and 2 is the empty symbol;

3. The elements of the third factor of Cod(M) are the moves of M, < is the
move to the left, ¢ is the neutral move, and > is the move to the right.

Of course, in defintion 22 we are pressuposing a binary represention of the
natural numbers and are considering only computations over natural numbers.
As usual, we shall denote the empty symbol by U instead of 2. Given this rep-
resentation of Turing machines, we can prove the next result without using
codification.

Proposition 21 The set of all Turing machines Mac can be effectively well
ordered.

Proof. Since each Turing machine has a finite non-empty number of instructions,
we can define a sequence (S;);en where each S; is a set of Turing machines
in Mac with ¢ 4+ 1 instructions. By definition, the set of states of any Turing
machine has the form {0,1,2,...,n}, then we can show, with a straightforward
induction, that each Turing machine in S; has at most i + 2 states. Moreover,
since each instruction has five components (state, symbol, symbol, move, state)
and the number of states in a Turing machine is at most i+ 2, we also know that

. 2
each S; has (i+1)!-(((((;j-_22))2 _'88))!_(1.+1))! Turing machines - this number correspond to
the simple combination of the possible instructions. Therefore, each S; can be
effectively enumerated and, by extension, we can defined a well order in Mac

induced by (S;)ien. O

We emphasize that the proof of proposition 21 does not involve any kind of
codification, because this fact will be crucial in our proof of the existence of a
universal Turing machine. Now we associate to each computation of a particular
Turing machine a S-structure.

Definition 23 The Turing structure associated to the computa-
tion Cyy " of Turing machine M is the first-order S-structure
M= (N,OQ[JSW, +1%0 1% <217W7Q21§47591;’W) where:

1. N is the set of natural numbers;
2. 0%M s the number zero;
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+1%M s the succesor function defined on N;
—1%% s the (bounded) predecessor function defined on N;
<%\ s the strict order relation of N;
Q¥ and S*M are relations in N® recursively defined on the last factor:
— (0,0,0) € Q¥ and (0,50,0) € 5%, ..., (n,s,,0) € S¥;
— If (g,e,t) € Q¥%, (s,e,t) € S and M(q,s) = (p,7,0), then (p,c —
1%t 4+ 1%0) € Q%M and (r, ¢, t 4+ 1%m) € S¥ur;
— If (¢.e.t) € Q% (s,e,t) € S* and M(q,5) = (p,r,1), then (p,c+
1%t 4+ 1%0) € Q*M and (r,c,t 4 1%Mm) € S¥u,

SAENAIR IS

When there is no risk of confusion, we will denote Turing structures by
(N,0,41,-1,<,Q, S). Further, we shall also pressupose all semantic notion as
in [8]. In particular, we shall denote the satisfatibility relation by F. What is the
relationship between Turing machines and Turing structures? The next result
gives the answer that we need.

Definition 24 Let M be a Turing machine. A formula
(T, Y0s - -+ s Yns Ynt1y - - s Yntmt1, t, 2) of the Turing language L correspond to
the configuration C3,(t) of computation C§; when

A3, E (g, a0, -5 an,bo, .., by, t, 2) if and only if
C;/[(t) = (q, bo, <CL07 e ,an>, <b0, ceey bm>)

We say that a configuration C3,(t) is correspondable in L when there is a for-
mula of L that correspond to C3;(t).

Theorem 21 (Correspondence) Let M be a Turing machine. Then, all con-
figuration of a computation of M is correspondable in the Turing language.

Proof. Let M be a Turing machine and C37"** be a computation of M. The
proof is by induction of the steps of C;.

In the step 0, C5,(0) = (0, s0, @, (S0, . . ., Sk)). Clearly, the formula Q(0, 0, 0) A
S(50,0,0) A+ A S(sk, k,0) of L correspond to the configuration C%,(0).

Suppose that there is a formula ¢(q,ag,...,an,bo,...,bm,t,c) that corre-
spond to C%,(t) = (g, bo, {ag, - -, an), (bo, ..., bm)). Either M(q,by) = (p, s,<) or
M(q,bo) = (p/, 8',>) (possibly p = p’ and s = s').

If  M(q,bo) = (p, s,<), then Cyt + 1) =
(D, 8, {@0y -y A1)y {Any 8,01, .y b)) and we can verify that
©(q, a0,y Qnyboy oo b,y t,€)[q, b0, ¢/p,y s, 6+ 1,d] correspond to
C3(t + 1). Indeed, A3, F @(g,a0,...,an,b0,...,bm,t,¢)[q, bo,t,c/p,s,t +
1,d] if and only if (p,ag,...,an,8,b1,...,bm,t + 1,d) satisfies
(T, Y05+ -+ s Yns Ynt 1y - - - s Yntmt1, W, 2) for an apropriate sequence d.
By induction hypothesis, (g, bo,{ao,...,an),{bo,...,bmn)) 1is the config-
uration of C3, in the step ¢ and A5, E ¢(g,a0,...,an,b0,...,bm,t,¢)
for an apropriate sequence c¢. Clearly, the formulas Q(q,enyt1,t)
and S(ao,e0,t), ...y S(an,enyt), S(bo, ent1,t)y .-y S(bm,entmi,t) must
be subformulas of ¢(q,a9,...,an,b0,..,bm,t,c), for they are the
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unique formulas of L that represent the states and symbols of

the computation C39"**. As M(q,bp) = (p,s,<), it follows that
(pyens1 — 1,t +1) € Q¥ and (s,enq1,t + 1) € S¥, ie, Q(p,ens1 + 1,1)
and S(ag,ep,t),...,S(an,en,t),S(s,€n+1,t),...,S(bm,€ntm+1,t) are true in
2A%,. Hence, considering d = epy1 + 1,e0,...,€p4m+1 obtained from ¢ =
€n+t1,€0s- - -5 Entmt1, We know that A5, E ¢(p,ao,...,an,S,01,...,0m,t+1,d)

if and only if C3,(t+1) = (p, s, {ag, ..., an-1), {an, S, b1, ..., bm)).

If M(q,bo) = (p,s',>), then C5,(t+1) = (p', 5, (ag,...,an, "), (b1,...,bm))
and with a similar argument we can show that the formula
©(q,b0,a0, -+ an,bo, ... b, t, €)[q, bo, t, e/, ', t +1,d] correspond to the con-
figuration C5,(t + 1), but in this case we consider d = e,+1 — 1,€0, .-, €ntmt1-

(]

Since the formula Q(p,ent1 + 1,t) A S(ag,e0,t) A -+ A S(an,en,t) A
S(s,ent1,t) A=+ A S(bp, €ntms1,t) correpond to the configuration C%,(t) =
(g, b0, {ao, - -,an), {bo,...,bm)) for each ¢, as showed by the theorem of corre-
spondence 21, when we talk about the formula that correspond to the given
configuration, we are talking about such a formula.

The correspondence between computations of Turing machines and computa-
tion in Turing structures permit us to proof results about one from the another,
because we can define the computations of a Turing machine in the Turing struc-
ture A3,

Definition 25 A computation in 3, is a (finite or infinite) sequence Cys_
whose items Cys (i) are elements in N? x N™ x N* such that Cus, (i) =
(g,b0,{ag, -y am),{bo,-..,bg)) if and only if ¢(q,a0,...,an,bo,...,bm,i,€),
where @ is the formula that correspond to the configuration C5;(i) of the com-
putation C3; of Turing machine M.

Hence, we can proof that some property is validy about Turing machines,
showing that it holds for Turing structures, and vice-versa.

3 Turing theories and universal Turing machines

Given that in the last section we associate S-structures to Turing machines, now
we can also associated Turing theories to Turing machines.

Definition 31 The Turing theory associated to the computation C3y """ of
Turing machine M is the classic first-order S-theory T, specified by the axioms:

Al Vo—(z < z) AVaVyVz(x <y Ay <z -z < 2) AVyVz(z < yVer=yVy <
) AVz=(z < 0) AVaVyTz(z < zA(z <y — 2z <yVz=ry)));

A2 Vz-(z+ 1= 0)AVaVy(z+ 1~ y+1 2=y )A0—1=0AVz(z+1—-1=~
) AVaVy(z <y+ 1oz <yVaexy);

A3 Vavy(S(z,e,t) A S(y,e,t) — x ~ y) AVaVy(Q(x,e,t) A Qy,e,t) — x =
y) ANVaVy(Q(g, z,t) A Q(q,y,t) — = = y);
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A4 Vavy(Qa,z,y) AN S(b,z,y) — Qle,z+ 1,y + 1) A S(d,z,y + 1) AVovz(z <
xVa <z— (S(v,z,y) « S, z,y+1)))) if (a,b,c,d,>) is an instruction of
M;

A5 VaVy(Q(a,xz,y) AN S(b,z,y) — Q(c,z — Ly + 1) A S(d, z,y + 1) AVoVz(z <
xVa <z— (S(v,z,y) « S, z,y+1)))) if (a,b,c,d, <) is an instruction of
M;

A6 Q(0,0,0) A S(s0,0,0) A--- A S(sp,n,0) AVz(n <z — S(2,z,0)).

A similar axiomatization for Turing machines was proposed before by Boolos
et alli [2, p.126-132], which is in tur based on the original Turing’s work [16],
but it does not permit the kind of caracterization of Turing computability that
we are pursuing. In our propose, axiom Al expresses that the elements in M are
ordered by a linear strict order with a first but no last element. A2 expresses
the usual behavior of the successor and predecessor functions on the order type
considered. A3 establishes the uniqueness of the symbols and states, with respect
to space and time, guaranteeing that M is an implementation of a deterministic
machine. Axioms A4, A5 and A6 represent the three kind of instructions of M
affirming that they are local operations, and A6 represents the input of compu-
tation C}7*" of M. In this way, it is an easy exercise to prove the correcteness
of 7.5.

Theorem 31 (Soundness) For all sentences ¢ in For, if T F ¢, then A3, F
©.

A completeness result for 7,5 is out of the question, because Turing [16]
showed that a theory like 7} can express the halting problem for its model %,
and, thus, by the unsolvability of the halting problem, 7} cannot be a complete
theory. Nonetheless, for the purposes of computability, we only need a restrict
notion of completeness.

Definition 32 Let A3, be a Turing structure. The theory 7, is computational
complete when, for all configuration of a computation in Cys and formula ¢
that correspond to A3, A3, E ¢ if, and only if, T+ .

To prove the computation completeness of a theory 7}, we need the following
lemma, which is analogous to a result proved by Turing in his proof of the
unsolvability of Entscheidungsproblem.

Lemma 31 For all step t, if ¢ is the formula of Turing language that correspond
to the configuration of Cglfv?""’sn at p, then T F ¢.

Proof. The proof is by induction on ¢. Assume the hypothesis, and suppose
that 2 = {0,1,2,...,m} is set of states of 2Aj,. For t = 0, Cys (0) =
(0,0,0, 80, @, (S0, ---,8n)) and, due to axiom A6, we know that the result is
true.

Assume that at step ¢ the result is true, and we shall show that it also is
true for step ¢ + 1. Let Cys (t) = (¢, bo, (a0, - - -, ax), (bo, ..., b)). Or M stops at
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step t + 1 or M does not stop. At first, we shall treat the case where M stops.
In such a case, at step ¢, M either applied an instruction p = (g, bg, m, s,>) or
(¢, b0, m,r,<) (possibily r = s). It is sufficient to consider the case in which M
applied (g, bp, m, s,<) because in the other case the proof is similar or easier than
it. So, suppose that M applied (g, by, m, s,<). At step t, either (ag,...,a) = @
or {ag,...,a;) # Q.

Suppose that (ao,...,ar) = @. Then Cys (t) = (q,bo, @, (bo,...,br)) is
indeed the configuration of Cgs at step t. Then, by induction hypothesis,
T35 F Qg e, t) AN S(bg, e, t) ANS(br,e+1,8) A--- AS(by,c+1,t) for ¢ > 0. Due
to axiom A5, 75 F Q(q,¢,t) A S(bo,c,t) — Q(m,c—1,t+ 1) AS(s,¢c,t +1) A
YoVz(z <z Va <z — (S(v,z,9) < S,z,y+1)))). By classical logic, 7,5 -
S(0,¢c—1,t) vV-S(0,c—1,t). If 7,5 F =5(0,¢—1,1), then, due to the soundness,
A3, E —5(0,c—1,t), but this happens if and only if a5, # 0 at step ¢, which con-
tradicts our hypothesis. Thus, 7,5 F S(0,¢—1,t) and, by first-order logic, 75 -
Q(m,c—1,t)AS(0,c—1,t+1)AS(s, ¢, t+1)AS (b1, c+1,t+1)A- - -AS(by, c+1, t+1),
which it is the formula that correspond to the configuration of Cys at step t+1.

Now suppose that (ag,...,ar) # ©. Then Cys (t) = Oy (t) =
(g, b0, {ag,-..,ar), {bo,...,br)) for a cell ¢ > 0. By induction hypothesis, 7,5
Q(g,c+k+1,t) AS(ag,c,t) ANS(ar,c+ 1, t) A--- AS(ak, c+k,t) ANS(bg,c+ k+
Lt+1)ASb,c+k+2,t+1)A---AS(b,c+k+1+1,t+1) for ¢ > 0. Due to
axiom A5, T3 F Q(q,c+k+1,t) AS(bo,c+k+1,t) — Q(m,c+k+1-1,t+1)A
S(s,c+k+1,t+1)AVoVz(z < Vo < z — (S(v,z,y) < S(v,z,y+1)))). Hence,
by first-order logic, 7,5 F Q(m, c+k,t) AS(ag, ¢, t) AS(a1,c+1,t)A---AS(ak, c+
E,O)ANS(s,e+k+1,t+D)ASb, e+ k+2,6+1)A---AS(b,c+k+1+1,t+1),
which it is the formula that correspond to the configuration of Cys (t) in this
case.

The proof for M does not stop is analogous to the case of M stops, we only
need to change the final state m by the state p used in passage from step ¢ to
step t + 1. O

Theorem 32 (Computational completeness) Theory 755 is computational
complete.

Proof. It is an immediate consequence of lemma 31 and the correcteness of 7.
O

This computational completeness shows that as far as Turing computability
is concerned, we do not need any more than first-order logic, because we have
an equivalence between Turing machines, Turing structures and Turing theories
with respect to the computations of Turing machines. In this way, we can proof
the existence of a universal Turing machine without using codification.

Take the relation symbols @@ and S of Turing languagem £ and indexed
them by 4 according to the list (M;);en with all Turing machines of Mac de-
fined from proposition 21. Thus, we have the Turing language £ with signature
S={0,+1,-1,=<,{Qi}ien, {Stien}. Let 7;* be the theory associated to the com-
putation C;j"“’s’“ of i-th Turing machine in the list (M;);en with the respective
i-signature. Now form the sequence (7;%);en with all Turing theories.
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Definition 33 A universal Turing theory is a first-order theory T35 =

U7 Fien-

We say that a specific computing device is universal for a class of computing
devices if it can compute all each particular computing devices in the class
computes [3]. The next result shows that there is a Turing machine structure
that is universal for the class Mac, that is, it exhibits a universal Turing machine
conceived as a logical structure.

Theorem 33 The theory 77 has a model.

Proof. Let I' be a finite subset of 7;7. Then I" is a finite set of formulas with
form as axioms Al — A6 but indexed by natural numbers. By virtue of indexes,
we know that there will be no conflict in the instructions and I" is consistent.
Either I has all axioms of one or more particular Turing machines or it has only
part of the axioms of particular Turing machines. In any case I" has a model: the
models of the particular Turing machines of which I" has the axioms. Therefore,
by the compacteness theorem, we conclude that 77 has a model. a

Moreover, we can constructivelly define a model for 75.

Definition 34 A universal Turing structure is a first-order structure A7, =
U ™A} ien, where each AS is the structure associated to the i-machine in
(M;)ien-

Theorem 34 The structure A3, is a model for T3 and it is universal for Mac.

Proof. By virtue of indexes in the relations symbols @ and S, we know that

7, is well defined (they avoid conflict in the instructions). This implies that all
axioms of 7,7 will be true in A7, and we can consistently define the computations
of 27 as in definition 23. Due to the computational completeness, 7, is in fact
universal for Mac. Therefore, A7, is a model for 7;7. O

To conclude our proof of the existence of a universal Turing machine without
using codification for the class Mac, we only need to appeal to the correspondece
theorem.

4 Conclusion

When Lewis and Papadimitrou [13][p.247-250] define universal Turing machines
using the standard method of codifying all Turing machines, they stress that
the existence of a universal Turing machine is a consequence of the fact that
“Turing machines are also software”. Here, we have showed that the existence
of universal computing devices can be conceived as a logical fact, and so we can
say “Turing machines are also logical objects”. Hence, the common view that
codification is essential for a universal computing device is questioned here, and
we can ask: what is the role of codification for universal computing devices?
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The construction of the universal Turing structure in theorem 34 was made
without any kind of codification, but this implied the infiniteness of the Turing
structure - it has infinitely many relations ¢ and S. Therefore, it seems that
codification would be just a way of guaranteeing the finiteness of the universal
Turing machine. But, what about universal quantum Turing machines?

We believe that we can chance the underline logic of Turing theories by some
quantum logic. This would imply the definition of quantum Turing structures as
models of quantum Turing structures. In this way, using the same kind of method
propoused in this paper, we would be able to analise the universality in quantum
computing. An interesting kind of logical system to be consider in carring out
such an approach is the exogenous quantum logic [1], because these logics model
quantum systems embodying all that is stated in the postulates of quantum
physics. Nonetheless, in order to do this, we need to extend exogenous quantum
logic to the first-order case, and it seems a hard task to show a computational
completeness result in this context.
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A Labelling Based Justification Status of
Arguments

Yining Wu

Faculty of Sciences, Technology and Communication
University of Luxembourg, Luxembourg

Abstract. In this paper, we define a labelling based justification status
of the arguments in an argumentation framework. For current purposes
we assume the labellings to be based on complete semantics. We show
how existing proof procedures can be reused in our labellings approach,
both to determine the justification status of an argument and to enter a
discussion with the user should he/she decide to dispute this status.

1 Introduction

The main concept in Dung’s theory [1] is that of an argumentation framework,
which is essentially a directed graph in which the nodes represent arguments and
the arrows represent an attack relation.

Given such a graph, different sets of nodes can be accepted according to vari-
ous argument based semantics such as grounded, preferred and stable semantics
[1], semi-stable semantics [2] or ideal semantics [3]. Many of these semantics can
be seen as restricted cases of complete semantics; an overview is provided in Fig-
ure 1. The facts that every stable extension is also a semi-stable extension and
that every semi-stable extension is also a preferred extension has been proved
in [2]. The facts that every preferred extension is also a complete extension and
that the grounded extension is also a complete extension have been stated in [1].
The ideal extension is also a complete extension [3]. So complete extensions can
be seen as the base for describing various other semantics in abstract argumen-
tation.

stable extension
isa
semi-stable extension ideal extension
isa isa
preferred extension /grounded extensior
isa is

complete extension

Fig. 1. An overview of the different semantics
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A different way of defining argumentation semantics than the traditional
extensions approach is the labellings approach [4, 5]. Where the extensions ap-
proach only identifies the set of arguments that are accepted, the labellings
approach also identifies the set of arguments that are rejected and the set of ar-
guments that are left undecided. The concept of argument labellings goes back
to work of Pollock [6] and of Jakobovits and Vermeir [7]. However, for current
purposes we will use the concept of complete labelling as defined by [4].

Essentially, a complete labelling can be seen as a subjective but reasonable
position that an agent can take with respect to which arguments are accepted,
rejected or undecided. In each such position the agent can use its own position
to defend itself if questioned. It is possible to be disagree with a position, but at
least the position is internally coherent. The set of all complete labellings thus
stands for all possible and reasonable positions an agent can take.

In [4], it is stated that complete extensions and complete labellings are one-to-
one related. In essence, complete extensions and complete labellings are different
ways to describe the same concept.

In the current paper we will define the justification statuses of arguments
based on the notion of a complete labelling. After this, some methods for deter-
mining this justification status will be given. This result provides an easy way
to obtain all possible labels an argument could reasonably be assigned.

The remaining part of this paper is organized in the following way. We first
state some preliminaries on argument semantics and argument labellings. Then
we define the justification status of an argument and describe the methods for
determining it. Finally we illustrate an implementation of the thus described
theory and discuss the main results of the paper.

2 Argument Semantics and Argument Labellings

In this section, we briefly restate some preliminaries regarding argument seman-
tics and argument-labellings. For simplicity, we only consider finite argumenta-
tion frameworks.

Definition 1. An argumentation framework is a pair (Ar, att) where Ar is a
finite set of arguments and att C Ar x Ar.

We say that argument A attacks argument B iff (A, B) € att. An argumen-
tation framework can be represented as a directed graph in which the arguments
are represented as nodes and the attack relation is represented as arrows.

Definition 2 (defense / conflict-free). Let (Ar,att) be an argumentation
framework, A € Ar and Args C Ar. Args is conflict-free iff -3A, B € Args : A
attacks B. Args defends argument A iff VB € Ar : (B attacks A D 3C € Arygs :
C attacks B). Let F(Args) = {A| A is defended by Args}.

We say that a set of arguments Args attacks an argument B iff there exists
an A € Args that attacks B. We write Args™ for the set of arguments that are
attacked by Arygs.
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Definition 3 (acceptability semantics). Let (Ar, att) be an argumentation
framework. A conflict-free set Args C Ar is called an admissible set iff Args =
F(Args), and a complete extension iff Args = F(Args).

The concept of complete semantics was originally stated in terms of sets of
arguments. It is equally well possible, however, to express this concept in terms
of argument labellings. The approach of (argument) labellings has been used
by Pollock [6] and by Jakobovits and Vermeir [7], and has more recently been
extended by Caminada [8, 5], Vreeswijk [9] and Verheij [10]. In the current paper,
we follow the approach of [8, 5] where a labelling assigns to each argument exactly
one label, which can either be in, out or undec. The label in indicates that the
argument is accepted, the label out indicates that the argument is rejected, and
the label undec indicates that the status of the argument is undecided, meaning
that one abstains from an explicit judgment whether the argument is in or out.

Definition 4 ([5]). A labelling is a function Lab: Ar — {in, out,undec}.

We write in(Lab) for {A | Lab(A) = in}, out(Lab) for {A | Lab(A) = out}
and undec(Lab) for {A | Lab(A) = undec}. Since a labelling can be interpreted
as a partition of the set of arguments in the argumentation framework, we will
sometimes write a labelling Lab as a triple (in(Lab), out(Lab),undec(Labd)).

The idea of a complete labelling [8, 5] is that for a labelling to be reasonable,
one should be able to give reasons for each argument one accepts (all attackers
are rejected), for each argument one rejects (it has at least one attacker one
accepts) and for each argument one abstains from expressing an explicit opinion
about (there are insufficient grounds to accept it and insufficient grounds to
reject it). This is made formal in the following definition.

Definition 5 ([5]). Let Lab be a labelling of argumentation framework (Ar, att).
We say that Lab is a complete labelling iff for each and A € Ar it holds that:

1. If Lab(A) = in then VB € Ar : (B att A D Lab(B) = out)

2. If Lab(A) = out then 3B € Ar: (B att AN Lab(B) = in).

3. If Lab(A) = undec then -VB € Ar : (B att A D Lab(B) = out) and
—3B € Ar : (B att AN Lab(B) = in).

As stated in [8, 5], complete labellings coincide with complete extensions in
the sense of [1].

Theorem 1 ([5]). Let AF = (Ar, att) be an argumentation framework.

1. If Lab is a complete labelling, then Lab2Ext(Lab) is a complete extension
(where Lab2Ext(Lab) = in(Lab))

2. If Args is a complete extension, then Ext2Lab(Args) is a complete labelling
(where Ext2Lab(Args) = (Args, Args™, Ar\(Args U Args™)))

Moreover, when restricted to complete labellings and complete extensions, the
functions Lab2Ext and Ext2Lab become bijections and each others inverses.
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Theorem 1 implies that complete labellings and complete extensions are one-
to-one related. In essence, a complete extension can be seen as the in-labelled
part of a complete labelling [8, 5].

Before we proceed, we state two propositions that are used in the remaining
parts of this paper.

Proposition 1. Let AF = (Ar, att) be an argumentation framework and A €
Ar. A is on at least one complete extension iff it is in at least one admissible
set.

The validity of Proposition 1 can be seen as follows. Since every complete
extension is also an admissible set, it follows that if A is in a complete extension,
it is also in an admissible set. Furthermore, if A is in an admissible set, then
from [1] it follows that A is also in a preferred extension, and every preferred
extension is also a complete extension.

Proposition 2. Let AF = (Ar, att) be an argumentation framework and A €
Ar. A is in all complete extensions iff A is in the grounded extension.

The validity of Proposition 2 can be seen as follows. Since the grounded
extension is a complete extension, it follows that if an argument is in every
complete extension, it is also in the grounded extension. Furthermore, since
the grounded extension is the smallest complete extension, it follows that if an
argument is in the grounded extension, it is also in every complete extension.

3 Justification Statuses of Arguments

In this section we first define the justification statuses of arguments. Then we
provide procedures to determine them.

Definition 6. Let AF = (Ar, att) be an argumentation framework and A € Ar.
The justification status of A is a function ML : Ar — 2%imoutiundect o 0p ¢hat
ML(A) = {Lab(A) | Lab is a complete labelling of AF'}

Given the above definition, one would expect there to be 8 (23) possible jus-
tification statuses, one for each subset of {in, out,undec}. However two of these
subsets turn out not to be possible. First of all, it is not possible for a justification
status to be 0, because there always exists at least one complete labelling (the
grounded labelling). Furthermore, it is also impossible for a justification status
to be {in, out}, because when in and out are both included in the justification
status, then undec should also be included, as is stated by the following theorem.

Theorem 2. Let AF = (Ar, att) be an argumentation framework and A € Ar.
If AF has two complete labellings Laby and Laby such that Labi(A) = in and
Laba(A) = out then there exists a complete labelling Labs such that Labs(A) =
undec.

Proof. Please refer to [11].
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Since () and {in, out} are not possible as justification statuses, there are only
6 possible statuses left to be considered: {in}, {out}, {undec}, {in,undec},
{out,undec} and {in,out,undec}. We now examine under which conditions
these justification statuses occur.

First, we consider the circumstances under which the justification status is

{in}.

Theorem 3. Let AF = (Ar, att) be an argumentation framework and A € Ar.
Then ML(A) = {in} iff A is in the grounded extension.

Proof. Please refer to [11].

Next, we consider the circumstances under which the justification status is

{out}.

Theorem 4. Let AF = (Ar, att) be an argumentation framework and A € Ar.
Then ML(A) = {out} iff A is attacked by the grounded extension.

Proof. Please refer to [11].

Next, we consider the circumstances under which the justification status is
{undec}.

Theorem 5. Let AF = (Ar, att) be an argumentation framework and A € Ar.
Then ML(A) = {undec} iff

1. A is not in any admissible set and
2. A is not attacked by any admissible set

Proof. Please refer to [11].

Next, we consider the conditions under which the justification status is
{in,undec}.

Theorem 6. Let AF = (Ar, att) be an argumentation framework and A € Ar.
Then ML(A) = {in,undec} iff

1. A is not in the grounded extension,
2. A is in an admissible set, and
3. A is not attacked by any admissible set.

Proof. Please refer to [11].

Next, we consider the conditions under which the justification status is
{out, undec}.

Theorem 7. Let AF = (Ar, att) be an argumentation framework and A € Ar.
Then ML(A) = {out,undec} iff

1. A is not in any admissible set,
2. A is attacked by an admissible set, and
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3. A is not attacked by the grounded extension.
Proof. Please refer to [11].

Next, we examine the conditions under which the justification status is
{in, out, undec}.

Theorem 8. Let AF = (Ar, alt) be an argumentation framework and A € Ar.
Then ML(A) = {in, out,undec} iff

1. A is in an admissible set
2. A is attacked by an admissible set

Proof. Please refer to [11].

From the above theorems, it follows that membership of an admissible set
and membership of the grounded extension, of the argument itself and of its at-
tackers, is sufficient to determine the argument’s justification status. The overall
procedure of doing so is shown in Figure 2.

in grounded?
NOL e {in}
attacked by grounded?
Nol }‘{out}
in admissible?
No Yes

attacked by admissible? attacked by admissi

No Yes No Yes

{undec} {out, undec} {in, undec}{in, out, undec

Fig. 2. determining the justification status of an argument

4 Discussion

In this paper, we have presented the justification statuses of arguments which
indicate whether an argument has to be accepted, can be accepted, has to be
rejected, can be rejected, etc. According to these statuses, we give the methods
to justify the statuses of arguments by using discussion games.

We use this labelling based approach for computing the justification statuses
of arguments because it yields more informative answers than the traditional
extensions approaches.

Take the example in figure 3. Grounded semantics treats all arguments (A,
B, C and D) the same (they are not labelled in in the grounded labelling).
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=

% {in, out, undec}

. [ ]
{in, out, undec} A

@ C {out, undec}

o —

D {in, undec}
Fig. 3. An example

Credulous preferred semantics treats A, B and D the same (they are labelled in
in at least one preferred labelling). Sceptical preferred semantics treats A, B and
C' the same (they are not labelled in in some preferred labellings). Also ideal
semantics treats all arguments the same (they are not in the ideal extension).

However, our multi-labelling based approach for computing the justification
status of an argument allows for a more fine grained distinction between argu-
ments. According to the hierarchy of the justification statuses in figure 4, argu-
ment D is the strongest, argument C is the weakest, A and B are in between.
Unlike sceptical preferred semantics, our multi-labelling approach does not make
D completely justified although it does give it a relatively strong status.

{in}

{in, undec}

acceptance

{in, out, undec} {undec}

{out, undec}

{out}

rejection

Fig. 4. The hierarchy of justification statuses

The approach of using sets of labels to determine the justification status of an
argument is somewhat similar to the approach described in [12]. However, in [12]
the authors do not specify a concrete semantics which to apply their approach
to, and as a result of this, they do not provide any procedures regarding how to
determine the justification status of an argument.

In our current implementation, we have used the discussion game of [13, 14]
to determine membership of an admissible set, and the discussion game of [15, 16]
to determine membership of the grounded extension. An alternative would be to
use the algorithm of [9], which determines both of these memberships in a single
pass. Since our notion of justification status depends only on membership of an
admissible set and membership of the grounded extension, one is free to apply
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any kind of algorithm that can determine these.
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Reasoning about Belief in Social Software
using Modal Logic

Ronald de Haan

Utrecht University

Abstract. Social software is the interdisciplinary research program in
which social procedures are analyzed and designed using formal, math-
ematical methods. The analysis of certain procedures requires explicit
mention of belief. We develop a logic, based on propositional dynamic
logic, that allows us to explicitly reason about belief in social software.
We show how this logic can be used by analyzing the example in which
a bank can go bankrupt only because of clients’ beliefs.

1 Introduction

Social software is an umbrella term for an interdisciplinary research program that
uses mathematical tools from computer science and game theory to analyze social
procedures. Social procedures are analyzed as if they were computer algorithms.
Several logics have been used in the research program (that started with [1]). In
this article we will develop a logic to analyze belief in social procedures.

Modeling beliefs with modal logic has been done quite fruitfully using plausi-
bility relations. Plausibility relations indicate what certain agents consider more
plausible to be true, and certain notions of belief can be defined in terms of plau-
sibility relations. Certain logics based on propositional dynamic logic (PDL) have
been developed for this purpose in [2], [3] and [4].

In this paper we will consider a social situation in which belief plays an
important, if not crucial, role. We will develop a PDL-based logic that allows us
to analyze belief in social situations. We will use two different types of programs;
one for actions that agents can perform, and one for agents’ plausibility relations.
We will demonstrate that this logic allows us to analyze belief in social situations
by using the logic to analyze our example. Finally, we will elaborate on several
properties of our logic.

2 Example

Consider the following situation. There is a bank with a number of clients. Every
client ¢ can all choose to perform one of two actions: have confidence (i.e., keep
their money in the bank), denoted ¢, or get scared (i.e., take out their savings),
denoted s. The bank will go bankrupt if a majority of clients performs s. It is
commonly known that every client prefers performing ¢ when the majority of
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clients does so. Likewise for s. Also, every client prefers a majority of people
performing ¢ over a majority performing s. Thus, every client would prefer that
everyone perform c. However, if any client k believes that a majority believes
that the majority is going to perform s, k would perform s as well. In order to
analyze this situation formally, we need to have a means of talking about beliefs
in such situations.

3 Framework

In order to analyze beliefs and actions formally, we introduce the following logic.
This logic contains two modal operators with PDL programs: one for actions
and one for plausibility relations. This approach is similar to the one in [5], the
difference being that we use a PDL modality for beliefs.

Definition 1. An action plausibility model M (or for short: model) for a set of
agents Ag and a set of basic propositions Prop is a tuple (W, P, R,C, V) where
W is a non-empty set of worlds, P is a function that maps each agent i to
a relation P; (a plausibility relation), R is a finite set of relations on W (the
action relations), C' is a function that maps each world in W to an element
in Ag U {x} (this coloring is intended as the ‘control’ of a world; x is used for
terminal worlds), and V is a map from W to P(Prop) (a map that assigns to
each world a Prop-valuation).

P; is the plausibility relation for i, where w —%% w’ means that w’ is at least

as plausible as w. From this relation P; we can extract a relation P/, where
Pi w' means that w’ is strictly more plausible than w. We don’t have to
specify P’ in our models, since P’ can be obtained from P; by the following

K3
definition.

w —

Definition 2. P? = {(z,y) | =7 yA-(y =57 x)}, where Py is the reflexive,
transitive closure of P;.

Definition 3. Formulas ¢ and programs m (beliefs) and o (actions) are defined
inductively as follows. Let g range over Prop, p over {P; | j € Agy U{P; | j €
Ag}, i over AgU {x} and a over R.

pu=qle| LoV |-l lrle|[e]e
Tu=p|mme [ mUme [ 77 [ 7| Tp
an=a|ooe | agUas | o | 2

Abbreviations such as o1 Apa, v1 — P2, Y1 — V2, ()¢ and (a)p are defined
as usual.

Definition 4. Given an action plausibility model M, worlds w,w’ in this model
and relations m and o, we define the truth of a formula ¢ inductively.

1. MywkEq iff g € V(w)
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M,w = ¢ iff Clw) =i

MowE o1 Vs iff Myw = o1 or Myw = @9

M, w = - iff M,w = ¢

M,w = [r]e iff in all worlds w' such that w =™ w', M,w' |= ¢
M,w = [a]e iff in all worlds w' such that w —* w', M w' |= ¢

S Grds Lo o

Definition 5. Given a basic relation p we can define binary relations T on W
in a model M inductively.

1. msme ={(z,y) | 3z €W, (x,2) € m1,(2,y) € w2} (concatenation)
2. mUm ={(z,y) | (z,y) € m V (z,y) € m2} (union)
3. =gy (transitive, reflexive closure)
4. 7 ={(z,y) | (y,x) e} (converse)
5. M ={(z,z) | M,z = ¢} (test)

With 70 we denote the relation ?T and with 7! we denote the relation 7"; 7.

Definition 6. We can define binary relations a on W in a model M, given a
basic relation a. We define rules for concatenation, union, transitive reflezive
closure and test analogously to the rules for relations m.

We use the abbreviation ¢ for the union of all relations in R. We let the
abbreviation 7 denote [¢] L. This formula holds in all and only in terminal worlds.

3.1 Belief

We can use certain abbreviations for different kinds of epistemic and doxastic
relations in our models. The abbreviation for knowledge is taken from [4].

For knowledge, we let ~; abbreviate (P;,UP;”)*. According to this definition,
every world that is more plausible or less plausible than this world is possible.
Knowledge is thus represented by an equivalence relation.

For weak belief, we let > abbreviate P;;?—(>;)T. This is a relation
from a world to the set of maximally plausible worlds (that are reachable from
that world). Something is believed weakly if it is true in every most plausible
world.

3.2 Constraints

We lay several constraints on our models. These constraints formalize several
intuitions about belief in social situations. We rule out situations (i.e., models)
that conflict with these intuitions.

One such constraint is that all relations P; are reflexive. Thus, all agents
consider any world at least as plausible as itself. This constraint corresponds to
the formula scheme ¢ — (P; )¢, for all agents i.

Another constraint is that agents can distinguish worlds that they control
from worlds that they do not control. Formally, for all w,w’ € W if C(w) #
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C(w'"), then w /ATew) w'. This constraint corresponds to the formula scheme
¢i — [~i]e, for all agents 7.

Another such constraint is the constraint of awareness; i.e. agents are aware
what actions they can perform. Formally, for all worlds w,w’ € W and every
relation a € R the following holds: if C(w) = C(w’), w —™~¢w w" and Jw"” € W
such that w —® w”, then Jw”’ € W such that w’ —% w'”. Note that ~; is an
abbreviation. This constraints corresponds to the formula scheme (¢; A (a)T) —
[~i]{(a)T, for all agents ¢ and all actions a.

Fourthly, we add a constraint of nondeterminism. We have left open the pos-
sibility of nondeterministic actions. Certain actions can lead from one world to
different other worlds. What we want to state now is that an agent cannot distin-
guish the different outcomes of a nondeterministic action he performs. Formally,
Yw,w',w” € W, Va € R, if w —% w and w —* w”, then w’ —"~¢@) w". This
constraint corresponds to the formula scheme (¢; A {(a)p) — [a](P; U (FP;)")¢p, for
all agents i and all actions a.

3.3 Axiomatization

This logic can be axiomatized fairly straightforwardly. Proving completeness of
this axiomatization can be done with a standard Henkin construction, similarly
to the completeness proof in [6]. The formulas given in 3.2 corresponding to the
constraints can be used as axioms to enforce the given constraints.

4 Analysis

4.1 Algorithm

Consider the situation from section 2. The model of an instance of this situation
with three players can be seen in figure 1. This model corresponds to the exten-
sive form game of the same situation, with payoffs equal to the numbers next
to the terminal worlds in figure 1. We will show (with a notion of backward-
induction) that all agents will perform s;, if using weak belief to decide what to
do.

Let Act,, denote the set of possible actions that are to be performed at world
w € W. Let Ty denote the set of terminal worlds in M: {z |z € W, M,z = 7},
abbreviated T if it is clear what model M is discussed. We assign a valuation to
every terminal world for every player: u: T x Ag — N.

We can define a minimal expected value of an action a in a world wg according
to the beliefs of agent 4 that controls wy — denoted E(wp,a) — and the action
in a world w that is optimal according to the beliefs of agent i that controls
w — denoted opt(w). These two notions are defined in terms of each other. The
following algorithm determines E(wg, a).

— From world wyq follow > to world wy.
— Perform action a in world wy, leading to world w; .
— Then, iterate through the following loop until a terminal world is reached.
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1. From world w,, follow >#%* to world wy,.

2. Perform any optimal action b for player C'(w},) (an action b € opt(w),))
in world w,, leading to world wy1.
— When a terminal world w; is reached, we obtain E(wp,a) by obtaining the
value of u(C(wp), w).

In certain cases there are multiple possibilities. Sometimes there are more
most plausible worlds. In such cases, calculate all possibilities, and take the
minimum of all resulting values. Hence the name minimal expected value.

We define opt(w) = argmax F(w, z), where w € W — T. We say an action a
TEActqy,

is belief-optimal for an agent ¢ in a world w, denoted II(i,w,a), iff a € opt(w)
and i = C(w).

In this algorithm a certain kind of backward induction is used to determine
what the optimal action is. For the inductive step the most plausible world is
used to determine what action to perform next. However, we use the actual world
to determine what the outcome will be. Thus, what actions agents perform is
determined by their beliefs and the result of these actions is determined by what
is actually the case.

According to these definitions, IT(1,¢,s1), I1(2,s1,s2) and I1(3, s182, s3) all
hold in the model Fg in figure 1. This shows that all agents would perform s; if
using (weak) belief to decide what to do.

4.2 Logical Analysis

The approach in section 4.1 uses a notion of valuations of terminal worlds that
goes beyond the logic we defined in section 3. Also, the algorithm is defined on
models without using the logic. However, as we will see in this section, for the fi-
nite case we can perform the analysis of section 4.1 using formulas. This approach
is similar to the approach in [7] defining backward induction in game logic. The
main difference is that in our approach we express all necessary properties of
the backward induction in terms of PDL relations and basic propositions, while
in the approach in [7] notions such as prediction and utility are made explicit
separately in the logic.

We begin with several auxiliary definitions before performing the analysis.
In order to simulate valuations on terminal worlds we introduce (a bounded
number of) extra atomic propositions v}, (i € Ag, 0 < n < m for a certain
m € N). Let N denote {n € N | 0 < n < m}. We give these propositions the
following interpretation:

M, t = ! iff M,t}=7and u(i,t) <n

Note that 7 is the formula that holds in all and only in terminal worlds. We thus
dispose of the valuation u on terminal worlds, and place this information in the
valuation of these atomic propositions v. Namely, it is the case that v holds
in a terminal world iff agent i’s valuation of that world is at least n. Also let v},
denote L.
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€1€2€3 (6,6,6)

C1C2 1,2 -
/ s3 616283 -3 (67 674)
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C1 1,3 1 RO
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: \ C182€3 3 B (6,4,6)
i 2 = \ X
1 : 2. Cs2 s LQV - 2
A £ :
3 c18283 3 (1,4,4)
XX o
€ 2,3 3 ;
: Dy s1c2c3 < T3 - (4,6,6)
: . N\ :
: 2 S1C2 3 1,2 B .
= 5 : TT—— V£ :
: - s3 . 7
V / 310A28737: 3 (4,1,4)
S1 1,3 1 R
- VO£
x s1s2c3 = 3 (4,4,1)
182 1,2 B
TTT—— V£
53 515253 (4,4,4)
——> actions = e > beliefs (P;)

Cle)=1 C(c1) =C(s1) =2 Clcre2) = C(ers2) = C(s1c2) = C(s1s2) =3

C(cicacs) = C(cieass) = C(er1sacs) = C(crsass) = C(sicacs) =

C(s1c283) = C(s182¢3) = C(s18283) =

Fig. 1. Model for the bankruptcy game with suspicion (I° g), including preference
values on terminal worlds. Note that the reflexive plausibility relations, which
are present in all worlds for all agents, are left out in the figure. The worlds
that make b true (denoting ‘the bank went bankrupt’) are ¢;s283, $1¢283, $152¢3
and s18983. The utility values are based on the agents’ preferences given in the
description of the example.

71



1. LOGIC AND COMPUTATION

Definition 7. We let |J denote the union of programs and Y, denote the con-
catenation of programs.

We can now define the following recursive pseudo-a-program representing one
step in our algorithm. This is the inductive step that represents a belief-optimal
move for the player that controls a certain world.

opt = (?1) U (77 U U U (7¢i; ?2[>0 2 a; opt vt

i€Ag heN azE€ER

> (k) ak; opt)v), g ak; opt))
ayER,ay#ay

(1)

In a terminal world the program is a plain reflexive relation. In a non-terminal
world the program executes the optimal action. It does this as follows. In the
program the union is taken over all agents i € Ag, over all values h € N and
all actions a, € R. For the agent that controls the current world (determined
by ?¢;) the program determines whether from the world that is most plausible
for the agent that controls the current world there is an action for which the
optimum (that is determined recursively) results in a certain value v such that
there is no other action for which the optimum results in a higher value (v}, ;).
This action is then executed, and the optimum is determined for the world that
is reached by performing this action.

This recursive pseudo-a-program can be unfolded to a complete a-program
for the finite case (finite cases are those in which Ag, R and N are finite). Let
#" denote the unfolding of this pseudo-program for which the depth is bound
to m and for which the innermost occurances of opt are replaced by ?7. We can
obtain a complete program u* that has the right interpretation for our purposes
by choosing a large enough k € N. Let u denote such a p*.

We can then define a formula opt(i,a) (interpreted as a is the optimal move
for agent 7 in world w) as follows.

opt(i,a) = c; ANa) T A\ (Bhaallaploh A\ (i) b 000 40) (2)
heN bER,b#a

This formula is true in all non-terminal worlds controlled by ¢ in which per-
forming a results (when all agents perform their belief optimal actions) in a
certain value h such that performing any other action b # a does not result in a
higher value.

Using this approach, we see that in model I' g (figure 1) the following holds:
e E opt(1,s1), s1 = opt(2,s2) and s1s2 = opt(3,s3). Thus, all players would
choose s; if using (weak) belief to decide what to do

Let model I'% be model '} with reversed beliefs. Then, conversely, in model
I the following holds: € = opt(1,c1), ¢1 = opt(2,c2) and cieo | opt(3,¢3). In
this case all players would choose ¢; if using (weak) belief to decide what to do.

Also, we can see that in model I'§, for instance, holds € = [>1,.][(s1 U
c¢1); 1]b, denoting that in world e player 1 believes that (if all players act opti-
mally) whatever action he chooses, the bank will go bankrupt. Conversely, in
model I holds € = [>1 . 1[(s1 U ep); u]—b.
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4.3 Advantages and Disadvantages

Our analysis of this situation has several advantages and several disadvantages.
We will discuss some of these here.

One advantage of the use of our logic in the analysis of this situation is
that we do not have to quantify agents’ beliefs, unlike in many game-theoretical
models. We only need to state the plausibility relations. This is often easier than
quantifying an agent’s beliefs.

A disadvantage of the use of our logic in the analysis of this example (or in
general in the analysis of situations in which actions are effectively performed
simultaneously) is that there is a certain asymmetry in the model with respect
to the situation that the agents are in. We model the effectively simultaneous
performance of agents’ actions as a sequence of decisions in which the agents
have no knowledge of what the other agents will do or have done. We only base
the analysis of an agent’s decision on the beliefs of the agents that are to choose
after this agent, not on the beliefs of the agents that chose before this agent.
It is, however, possible to work around this asymmetry in our modeling, i.e. we
can ensure that the encoding of this information in the belief of this agent is
consistent with the analysis based on the beliefs of agents that are to choose.
Note that this objection does not apply to situations in which actions are indeed
sequential.

5 Conclusion

We developed a logic that makes the explicit analysis of belief in social software
possible. This logic is based on PDL. We showed how the example of a bank’s
going bankrupt due to its clients’ beliefs can be analyzed using our logic. Finally,
we discussed some advantages and disadvantages of this analysis.
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A Kripkean Solution to Paradoxes of Denotation

Casper Storm Hansen*

University of Copenhagen
casper_storm_hansen@hotmail.com

Abstract. Kripke’s solution to the Liar Paradox and other paradoxes of
truth ([3]) is generalized to the paradoxes of denotation. Berry’s Paradox
and Hilbert and Bernays’ Paradox are treated in detail.

1 Introduction

Priest has demonstrated ([4]) that all of the semantical paradoxes share a com-
mon structure and has argued, that the solution to this class of paradoxes should
therefore also be shared. According to him, this is a reason to reject Kripke’s
famous solution to the paradoxes of truth ([3]), as it is indeed only a solution to
these paradoxes and not to the paradoxes of denotation. In this paper I will show
that this critique is misplaced. Kripke’s solution can be generalized. For reasons
of space I will just treat two of the paradoxes of denotation, namely Berry’s and
Hilbert and Bernays’.
Berry’s Paradox ([6]) results from the definite description

Berry’s description: the least integer not describable in fewer than twenty
syllables

which is a description of nineteen syllables. So the least integer not describable
in fewer than twenty syllables is describable in only nineteen syllables.

Hilbert and Bernays’ Paradox (originally presented in [1], natural language
formulation in [5]) also results from a definite description, namely this:

Hilbert and Bernays’ description: the sum of 1 and the reference of
Hilbert and Bernays’ description

If we let n be the reference of Hilbert and Bernays’ description, then it also
refers to n+ 1. As the reference of a definite description is unique, it follows that
n=n-+1.

I will assume familiarity with Kripke’s paper.

* T would like to express my gratitude to Vincent Hendricks for his encouragement and

assistance in the work that lead to this paper, and to the three anonymous reviewers
for their valuable comments.
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2 Informal Presentation of the Theory

In Kripke’s theory sentences become true and false in a recursive process, where
a sentence is given a truth value when there is, so to speak, enough information
to do so. For instance a sentence of the form “sentence S is true” is made true
after it has been decided that S is true, false after it has been decided that S
is false, and is left undecided as long as S is. And a disjunction is made true at
such time as one of the disjuncts is, since the information about the (eventual)
truth value of the other disjunct is irrelevant.

To formulate Berry’s description we need two linguistic resources that are not
in the formal language of Kripke’s paper: The ability to form definite descriptions
and a binary predicate expressing that a given term refers to a given object. But
when we equip the formal language with these resources, the principle in Kripke’s
theory can be transfered to these. We let a definite description refer to a given
object, when it is determined that this is the unique object which satisfies the
description. And if it is decided at some point in the iterative process that there
are no objects or more than one object which satisfy the description, it is decided
that the definite description fails to refer. And a sentence of the form “T refers
to O” is made true, if at some point it is decided that the term T indeed does
refer to the object O, and made false, if it is decided that T refers to something
different from O or fails to refer.

In Kripke’s theory the Liar Sentence “this sentence is false” is neither true nor
false, it is “undefined”. The reason is that it could only receive a truth value after
it itself had received a truth value, so at no point in the iterative process does that
happen. When the semantics of definite descriptions and the object-language
reference predicate works as described, something similar is the case for Berry’s
description. Prior to the determination of the reference of Berry’s description,
the predicate “is an integer not describable in fewer than twenty syllables” is false
of a lot of integers, for example 3 and 11 which are the referents of “the square
root of 97 and “the number of letters in ‘phobophobia’™ respectively. But it is
not true of any integers, for given any integer for which the predicate is not yet
false, it is not yet ruled out that Berry’s description might refer to that integer.
Ergo the unique object satisfying Berry’s description cannot be identified prior
to this identification itself, so Berry’s description is never assigned a referent and
is hence undefined in the fixed point.

In formalizing Hilbert and Bernays’ Paradox we will also use definite descrip-
tions and the reference relation. But we need one more thing, namely functions.
As is standard, the interpretation of a function symbol will be specified by the in-
terpretation function, and the function symbol can take terms as its arguments.
But the value of a function for given arguments may be undetermined for a while
in the evaluation process, since it may be undetermined what the terms acting
as arguments refer to. We will treat this similarly to the truth functions which
constitute the semantics of the connectives and the quantifiers; when there is suf-
ficient information, the function value will be determined. To take an example,
consider f(t1,ta,t3) where f is a function symbol and ¢, t9, and t3 are terms,
and suppose that at some stage in the evaluation process, the reference of ¢t; and
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t2 but not ¢3 has been determined. Then f(¢1,t2,t3) will get a reference at this
stage, iff the reference of t3 does not matter, i.e. if I(f)(ry,r2,d), where I is the
interpretation function, and r; and 7o are the referents of ¢; and t5 respectively,
has the same value for every value of d.

It is easy to see intuitively that also Hilbert and Bernays’ description does
not have a reference in the fixed point; a reference of the description cannot be
determined prior to this determination itself.

As I plan on showing in a forthcoming longer paper, the Kripkean approach
can be used to solve all the known paradoxes of denotation, such as for example
the paradoxes of Konig and Richard. But here I will focus on the paradoxes of
Berry and Hilbert and Bernays and present a formal language that has just the
resources needed to formalize them.

3 Comments on the Formalization

In Kripke’s theory the evaluations at the various levels consist of a set of true
sentences and a set of false sentences. The extension of the theory here envis-
aged means that an evaluation must also contain a reference relation from the
set of terms to the domain (supplemented with something to indicate that it has
been decided that a given term fails to refer). But it is not necessary to com-
plicate things by making an evaluation a triple. Instead we can take a cue from
Frege ([2]) and identify a sentence being true/false with the sentence referring
to Truth/Falsity. That way an evaluation can simply be a reference relation —
one from the union of the set of sentences and the set of terms to the union of
the domain and {T, L, «}, where T, L, and * are symbols for Truth, Falsity, and
failing to refer respectively.

We will use a standard first-order predicate language with function symbols
supplemented with three things: A unary predicate T for “is true”, a binary
predicate R for “refers to”, and a definite description operator: “1v(¢)” is to be
read as “the v such that ¢”.

4 Syntax

We now turn to the precise specification of the syntax (this section) and se-
mantics (next section) of a formal language. For each n € IN let there be a
countable set P,, of ordinary n-ary predicates and a countable set F,, of
n-ary function symbols. In addition there are two extra-ordinary predi-
cates, one unary, 7', and one binary, R. We also have a set C of constants and
a set of variables, both of cardinality Ng.

The set of well-formed formulas (wff’s) and the set of terms are defined
recursively thus:

— Every constant and variable is a term.
— If P is an ordinary n-ary predicate and ¢y, . . ., t,, are terms, then P(t1,...,t,)
is a wif.
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If ¢ and ¢ are wit’s, then —¢ and (¢ A ¢) are wit’s.

If ¢ is a wff and v a variable, then Vv¢ is a wif’s.

If t; and ¢o are terms, then T'(¢;) and R(t1,t2) are wil’s.

— If ¢ is a wif and v a variable, then (@) is a term.

— If f is an n-ary function symbol and ¢4, ..., ¢, are terms, then f(¢1,...,t,)
is a term.

Nothing is a wif or term except by virtue of the above clauses.

The connective — is used as an abbreviation in the usual way.

Variables, constants, predicates (ordinary as well as extra-ordinary), function
symbols, connectives, quantifiers, parenthesis, and commas are called primitive
symbols.

When ¢ is a wff, v a variable, and ¢ a constant, ¢(v/c) is the wif which is
identical with ¢ with the possible exception that all free occurrences of v are
replaced with c.

A wif is a sentence, and a term is closed, if it does not contain any free
variables. Let & and C7 be the set of sentences and the set of closed terms
respectively.

We will make use of a notion of complexity of a formula, but a precise
definition can be dispensed with. Any reasonable definition will do.

5 Semantics

A model is defined as a pair 9 = (D, I), where D, the domain, and I, the
interpretation function, satisfy the following:

— D is a superset of SUCT UIN such that
e x¢ D, and

— I is a function defined on |J,,c(Prn U Fy) UC such that
e for every P € Py, I(P) C D",
e for every f € F,,, I(f) is a function from D" to D,
e for every c€ C, I(c) € D, and
e [[C]=D.

Let a model be fixed for the remainder of this paper. We now define an
evaluation to be a relation £ on (SUCT) x (DU{T, L,x*}) such that elements
of § are only related to elements of {T, L} and elements of CT are only related
to elements of D U {x}. £ is consistent if every sentence and closed term is
related by £ to at most one element. An evaluation £ extends £ if £ C &£'.

The semantics is build up in levels as in Kripke’s theory. We first specify
how to “get from one level to the next”: The evaluation with respect to the
evaluation &, E¢, is defined by recursion on the complexity of the formula':

! The clauses make reference to Eg, but only with respect to less complex formulas
than the one under consideration. By clause 6 and 7, a formula may “gain” its
reference from a more complex formula, but here it is only the relation £ that is
used. In short, the reference of a formula only depends on the previous level and
formulas of lower complexity. Hence, as stated, the definition is simply by recursion
on the complexity of the formula.
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1. If t is a constant then tEg I(¢).
2. If s is of the form P(tq,...,t,) where P is an ordinary n-ary predicate and
t1,...,t, are closed terms, then
o sE¢ T if there are dy,...,d, € D satisfying t; E¢d,...,t, Egd, such
that (di,...,d,) € I(P), and
e sE¢ | if there are dy,...,d, € D satisfying t; E¢dy,...,t, Eg d, such
that (di,...,d,) ¢ I(P).
3. If s is of the form —¢ where ¢ is a sentence, then
o sEs T if pE¢ 1, and
[ SEg L if ngg T.
4. If s is of the form (¢ A1) where ¢ and 1 are sentences, then
o sEc T if pE¢ T and v Eg T, and
(] SEgJ_ if gf)EgJ_ or 1/JE5J_.
5. If s is of the form Vv¢ where v a variable and ¢ is a wif with at most v free,
then
o sEgs Tifforall ceC, ¢(v/c)Ee T, and
o sE¢ L if there exists a ¢ € C such that ¢(v/c)Eg L.
6. If s is of the form T'(t) where ¢ is a closed term, then
e sE¢ T if there is a s’ € S such that t E¢ s’ and s’ET,
o sE¢ 1 if there is a s’ € S such that tE¢ s’ and s’£L, and
e sE¢ L if there is a d € D such that tE¢d, but no s/ € S such that
t Eg S/.
7. If s is of the form R(t1,t2) where ¢; and t5 are closed terms, then
e sEg T if there is a d € DU {x} and a closed term ¢} such that t; E¢ ¢},
th€d and t2 Eg d,
e sEg L if there are dy,ds € DU{x}, such that d; # ds, and a closed term
t} such that ¢; E¢ t}, t{€d; and t2 Eg da, and
o sEg L if there is a d’ € D U {x} such that ¢; E¢ d’, but no closed term
t} such that t; Eg t].
8. If ¢ is of the form (¢$) where v is a variable and ¢ is a wif with at most v
free, then
e tEcd if d is an element of D such that for some ¢ € C, I(¢) = d and
d(v/c)Eg T and for all other elements d’ of D, every ¢ € C, such that
I(c) = d, satisfies ¢(v/c)Eg L,
o tEg x if there are two different elements d; and do of D such that for
some cy,c2 € C, I(e1) = dy, I(ca) = da, ¢(v/c1)Ee T and ¢(v/c2)Ee T,

and
o tEg¢ « if for all elements d of D, there is a ¢ € C such that I(c) = d and
o(v/c)Eg L.
9. If ¢ is of the form f(¢1,...,t,) where f is a m-ary function symbol and
t1,...,t, are closed terms, then tE¢ d if d is an element of D for which

every n-tuple (di,...,d,) such that for each i € {1,...,n} either ¢; E¢ d; or
t; is not related to anything by Eg, satisfy I(f)(dy,...,d,) =d.
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Now we iterate the process by defining for all ordinals a the evaluation
with respect to the level a, written E¢, by recursion:

0 ifa=0
E* = Egea—1  if a is a successor ordinal
U, <o E” if a is a limit ordinal # 0

The following two lemmas show that the process is monotonic and does not
result in any inconsistency:

Lemma 1. For all ordinals o, 8, if a < 8 then E* C EP.

Proof. By induction on the complexity of formulas it is seen that for each bullet
in each of the nine clauses above, if the condition in that bullet is satisfied for
some evaluation £ it is also satisfied for every extension of £. Ergo if £ C &’
then E¢ C Eg/. As it also holds that E° = ) is a subset of every evaluation, the
lemma follows. O

Lemma 2. For every ordinal o, E® is consistent.

Proof. By outer induction on « and inner induction on the complexity of for-
mulas, considering clause 1-9. O

For every ordinal « and every « € SUCT we define [z]* to be the unique y
such that z E* y, when there is a such. We say that x is determined at level
a, if « is the first level where [2]* is defined.

We now come to the important fixed point theorem:

Theorem 1. There is a unique consistent evaluation € such that for some or-
dinal o it holds that for all ordinals 0 > «, Ef =¢€.

Proof. As there are only countable many sentences and closed terms, the mono-
tonic process must reach a fixed point. Consistency of the fixed point follows
from lemma 2. O

Letting £ and « be as in the theorem, we define the evaluation, E, as &,
and for all x € SUCT set [z] equal to []* when this is defined. The value of
[«] is to be thought of as the reference of x.

6 Expressibility of the Reference Relation

Kripke’s theory is famous for validating the Tarskian T-schema in the sense that,
if (in the notation of this paper) s is a sentence and ¢ is a constant such that
I(c) = s, then [s] = T if and only if [T(c)] = T. In other words: If a sentence is
true, this can be expressed in the object language. In this theory a similar result
holds for reference; if a closed term refers to a given object, then this can be
expressed in the language itself. That is the content of the following theorem.
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Theorem 2. Lett be a closed term, d an element of D, and ¢1 and co constants
such that I(c1) =t and I(ca) = d. The following bismplication holds: [t] = d iff
[[R(Cl,CQ)H =T.

Proof. From clause 1 it is seen that for all ordinals « we have ¢y E* ¢ and ¢y E® d.
So it follows from bullet 1 of clause 7 that [t] = d iff t E® d for some ordinal 3
iff R(cy,co) EPT T iff [R(cr,e0)] = T. 0

7 Solution to Berry’s Paradox

In formalizing the Berry Description we have to get around the fact that in the
formal language, any natural number can be defined with a definite description
of just one symbol, namely a constant. We can do this by defining “length of
a term” not in the obvious way as the number of primitive symbols in the
term, but slightly differently. Reflecting the fact that in natural languages there
are only finitely many primitive symbols, let & be a function from the set of
primitive symbols of our formal language to IN which sends only a finite number
of primitive symbols to each n € IN. Then define the length of a term to be the
sum of @(x) for every occurrence z of a primitive symbol in the term.

Now we can formalize the Berry Description. Let n, m, and x be variables
and let N and L be unary predicates and > a binary predicate, such that I(N)
is the set of natural numbers, and I(>) is the relation “larger than or equal to”
on the set of natural numbers. L is to be interpreted as “long”, but we postpone
the precise specification of I(L), until we know just what “long” should mean
to make our formalization “paradoxical”.

We can formalize “z is a definite description of the natural number n” thus:

N(n) A R(z,n)

So “The natural number n does not have a short definite description” can be
formalized
N(n) AVz(R(z,n) — L(z)) ,

and “n is the least natural number that does not have a short definite descrip-
tion”
(N(n) AVz(R(z,n) — L(x))) A
VYm((N(m) AVz(R(z,m) — L(z))) — >(m,n)) .

Ergo, Berry’s description in a version with length of formal expressions instead
of number of syllables, “the least natural number that does not have a short
definite description”, can be formalized as (B):

m((N(n) AVz(R(xz,n) — L(x))) A
Vm((N(m) AV (R(z,m) — L(z))) — =(m,n))) (B)
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Now we can set I(L) to be the set of terms which are longer than the length
of (B).

That (B) fails to refer, i.e that there is no d € D such that [(B)] = d, is
proved as follows: Assume ad absurdum that there is such a d € D. Then it
follows by clause 8 that for a constant ¢ with I(c¢) = d, we have

[(N(c) ANVx(R(x,c) — L(z))) A
VYm((N(m) AVz(R(z,m) — L(z))) — >(m,e))] =T .

Using clause 4 twice it can be inferred that
[Va(R(z,c) = L(x))] =T,
and consequently by clause 5 that
[R(c,e) = L) =T ,

where ¢ is a constant such that I(¢’) = (B). It is already determined at level 1,
that L(c’) is false. This follows from the specification of I(L). Ergo we must have
[R(c,c)] = L. So at some level bullet 2 or 3 of clause 7 is satisfied. But bullet
3 can not be, for ¢ refers to (B) and since the referent of a constant is unique,
not to some object which is not a term. And bullet 2 can not be either, for then
(B) would have to refer to something different from d, but by assumption this is
not the case. This is a contradiction.

8 Solution to Hilbert and Bernays’ Paradox

The Hilbert and Bernays description can be formalized
+(1, w(R(h,v))) , (HB1)

where v is a variable, h is a constant such that I(h) = (HB1), and + is a binary
function symbol such that I(+) is the function that sends every pair of numbers
to their sum and every other pair to 0. 1 is a numeral for 1.

[(HB1)] is undefined, as we will proceed to prove. As the sum of 1 and n is
not the same for every natural number n, (HB1) will get a reference, only if

w(R(h,v)) (HB2)

gets a reference (clause 9). By clause 8 this happens only if there is a constant
¢ such that
R(h,c) (HB3)

is related to T. We have h Ey4(HB1) from which it follows by bullet 1 of clause
7 that this can only be the case if (HB1) gets a reference. We have come full
circle, and can conclude that neither (HB1), (HB2), nor (HB3) become related
to anything.
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Donkey Readings and Delayed Quantification
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Abstract. Kanazawa (1994) proposes that which reading a donkey sen-
tence receives is a consequence of the logical properties of its quantifica-
tional determiner. However, this analysis fails to account for weak read-
ings with quantifiers like every. The analysis of Brasoveanu (2007), which
places responsibility in the indefinite determiner, accounts for these cases,
but overgenerates. I propose an extension of Kanazawa’s system with a
mechanism for delaying witness selection, which accounts for weak read-
ings with every in the attested cases. This analysis accounts for the novel
observation that existential quantification in these constructions always
takes lowest scope.

1 Introduction

Two kinds of interpretations of donkey sentences have been dinstinguished in
the literature: the strong reading and the weak reading. These are schematically
paraphrased below, for @ a quantificational determiner.

(1) @ farmer who owns a donkey beats it.
(2)  Strong reading:

@ farmer who owns a donkey beats every donkey he owns.
(3)  Weak reading:

@ farmer who owns a donkey beats a donkey he owns.

The most natural interpretation of the classic example (4) is the strong reading,
which is paraphrased as (5).

(4)  Every farmer who owns a donkey beats it.
(5)  Every farmer who owns a donkey beats every donkey he owns.

The natural interpretation of (6), on the other hand, is given by the weak reading,
paraphrased as (7).

(6) No farmer who owns a donkey beats it.
(7)  No farmer who owns a donkey beats a donkey he owns.

What determines which reading a given donkey sentence receives? I first discuss
the approaches to this question of Kanazawa (1994) and Brasoveanu (2007),
before turning to my own proposal, an extension of Kanazawa’s.
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2 Kanazawa 1994

The only evident difference between (4) and (6) is the identity of the quantifi-
cational determiner: every in (4), no in (6). It would therefore be natural to
attribute the reading each sentence receives to its determiner. Kanazawa (1994)
notices that in general, a given determiner selects the same reading across don-
key sentences: every and not every select the strong reading; some, no, several,
and modified numerals like at least two and at most five select the weak reading.

Kanazawa proposes that the quantificational determiner is responsible for
which reading a donkey sentence receives. Which reading the determiner selects
depends on the determiner’s monotonicity properties. Kanazawa’s generalization
is that determiners which are left and right monotone in opposite directions select
the strong reading, while determiners which are monotone in the same direction
select the weak reading. This generalization matches the above observation: every
is IMONT, not every TMON], some TMONT, and no |[MON|.

How does the monotonicity of the determiner determine which reading it
selects in a donkey sentence? The idea is that monotonicity reflects how we
reason about quantifiers; if we reason about quantifiers in donkey sentences the
same way we do in the ordinary case, the above behavior is what results. In
particular, the monotonicity properties of a quantificational determiner reflect
which patterns of “inference from submodels” it licenses.

For instance, every(A)(B) is falsified by a single counterexample: an A that
is not a B. Therefore if every(A)(B) is false in a submodel of the model under
discussion, it is false in the model. Now consider (4), and suppose there is a
farmer, f, who owns a donkey that he does not beat, d. If we restrict our attention
to the submodel in which f is the only farmer and d is the only donkey, then (4)
is false, on any construal. Applying our knowledge of every, we conclude that
(4) must be false in the original model. Therefore (4) requires that every farmer
beat every donkey he owns, that is, has the strong reading. The preservation of
falsity from submodel to model is the characteristic inference pattern of | MONT
determiners. Similar reasoning derives the observed readings for the other three
classes of determiners.

Kanazawa formalizes his proposal in DPL (Groenendijk & Stokhof 1991).
The crucial feature of DPL for an analysis of donkey anaphora is that it allows
a quantifer to semantically bind a variable outside its syntactic scope. DPL as
originally formulated only includes the two first-order quantifiers, and so must
be extended with generalized quantifiers.

Kanazawa first extends DPL with static generalized quantifiers: for each gen-
eralized quantifier symbol @, formulas of form Q(¢, 1) are added to the language,
with the obvious interpretation. These formulas are internally static: no binding
is possible between ¢ and 1. To account for donkey anaphora as dynamic bind-
ing, He then introduces dynamic generalized quantifiers to DPL. It is possible to
define an internally dynamic generalized quantifier Q in terms of a static quanti-
fier @ and the internally dynamic connectives of DPL in two ways, corresponding
to the two readings of donkey sentences. The quantifier Qy, corresponds to the
weak reading of a donkey sentence with quantifier Q); Qg corresponds to the
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strong reading.

I follow the presentation of DPL in Kanazawa 1994, which introduces the symbols
¢, ‘=", and ‘€’ for dynamic conjunction, dynamic implication, and the dynamic
existential quantifier.

With these dynamic quantifiers, (4) and (6) then receive the translations in

(10) and (11), which yield the desired truth conditions.

(10) Every farmer who owns a donkey beats it.
EVERYsx(farmer(z) ; Ey(donkey(y) ; own(z,y)), beat(z,y))
(11) No farmer who owns a donkey beats it.
NOw z(farmer(x) ; Ey(donkey(y) ; own(z,y)), beat(x,y))

For each static generalized quantifier, dynamic generalized quantifiers corre-
sponding to each of the weak and the strong readings can be defined. Why is it
that each static quantifier seems to select a single dynamic version? Kanazawa
defines a dynamic version of monotonicity, and shows that for each doubly mono-
tone static generalized quantifier, only one of the two corresponding dynamic
versions is doubly dynamically monotone. These versions are the ones that are
selected. The dynamic behavior of a quantifier then follows from the static quan-
tifier’s monotonicity properties, which reflect how we reason about the quantifier.

3 Issues with the determiner account

Unfortunately, Kanazawa’s generalization is not without exception. It has been
known since Schubert & Pelletier 1989 that a donkey sentence with every can
receive a weak reading:

(12) Every man who had a quarter put it in the parking meter.
(13) Every guest who had a credit card used it to pay his bill.

Consider (12). This sentence is most naturally read to require that every man
who had a quarter put at least one of his quarters in the parking meter, not the
bizarre circumstance that every man who had a quarter put every single one of
his quarters in the parking meter.

If two donkey sentences with the same quantificational determiner receive
different readings, how can the determiner be responsible for selecting the read-
ing? Kanazawa acknowledges this point, and concludes that every and not every
do not decisively select the strong reading for a sentence, but only bias the sen-
tence toward this interpretation. In the face of strong pragmatic pressure toward
the weak reading, this semantic bias can be overridden.

Certainly pragmatics plays an important role in the interpretation of these
sentences, but this response is unsastisfying. First, it seems to force a less at-
tractive interpretation of Kanazawa’s account, on which the dynamic behavior
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of a quantifier does not follow from its ordinary inferential behavior, but rather
on which monotonicity is just one factor among potentially many that bears on
the choice of which of two dynamic versions of a quantifier to select.

Second, Kanazawa holds that TMONT and |[MON| determiners categorically
select weak readings in a way that cannot be overridden by pragmatics. That
is, no donkey sentence with some or no can ever receive a strong reading. But
there is no explanation why this class of determiners should be resistant to
pragmatic pressures where the other is not. On the other hand, this claim still
provides evidence that there is a necessary semantic connection between the
quantificational determiner in a donkey sentence and the reading it receives.

However, Brasoveanu (2007) argues that even this is not the case. He observes
that when the donkey pronoun, falls within the scope of “nuclear scope nega-
tion”, the sentence must receive the strong reading, no matter the determiner
(this observation goes back to Lappin & Francez 1994):

(14) No guest who had a credit card failed to use it.
(15) Every man who had a quarter refused to put it in the meter.
(16) At least one man who had a quarter forgot to put it in the meter.

Consider (14). On the weak reading, the sentence means that no guest had a
credit that he failed to use. But this is equivalent to saying that every guest used
every credit card he had. This is absurd, and not what (14) says. Instead, (14)
means that every guest who had a credit card used at least one of his credit cards;
in other words, for no man who had a credit card was it the case that for every
credit card he had, he failed to use it. That is, (14) receives the strong reading,
despite its determiner being no, which Kanazawa predicts should obligatorily
select the weak reading.

Therefore, Brasoveanu concludes, it cannot be the identity of the quantifi-
cational determiner that is responsible for selecting the reading of a donkey
sentence.

4 Brasoveanu 2007

Brasoveanu argues that every quantificational determiner is compatible with
both readings. One possible response to this would be to maintain that the quan-
tifier is responsible for the reading, but that every static quantifier @) is simply
ambiguous between Qyy and Qg. Brasoveanu rejects this analysis on the basis of
“mixed” readings of sentenes with multiple instances of donkey anaphora:

(17) Every man who bought a book online and had a credit card used it to
pay for it.

This sentence is most naturally read to make a claim about every book that
every man buys, but not to require that any man use every one of his credit
cards to pay for a single book. That is, the donkey anaphora introduced by a
book is read strong, while that introduced by a credit card is read weak.
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Whether it is read strong or weak is independent for each instance of don-
key anaphora, and so cannot be attributed to the single quantifier. Brasoveanu
proposes to attribute the availability of the two readings to an ambiguity or un-
derspecification of the indefinite determiner. The weak version of the indefinite
determiner yields the weak reading; the strong version yields the strong reading.
In which of these two ways a given token of the ambiguous a is interpreted is
a matter of pragmatics. The nature of the quantifier plays no semantic role in
determining the reading of a donkey sentence.

On Brasoveanu’s analysis, the strong and weak readings of a donkey sentence
are semantically distinct, but the choice between them is ultimately pragmatic.
This type of pragmatic account makes the prediction that while a donkey sen-
tence might favor one of the two readings, the other reading should surface if the
preferred reading is excluded by the discourse. But this prediction is not borne
out (see also (51) in Kanazawa 1994 for a similar example):

(18) Farmer John beats some but not all of the donkeys he owns.
#In fact, every farmer who owns a donkey beats it.

The first sentence of (18) contradicts the strong reading of the second sentence.
Hence we would expect it to receive the weak reading. Instead, it is simply
infelicitous.

Where Kanazawa’s theory undergenerates in failing to account for weak read-
ings of donkey sentences with |[MONT and TMON| determiners, Brasoveanu’s
analysis overgenerates, predicting readings that contradict Kanazawa’s gener-
alization where they do not exist. In fact, these exceptional readings are only
available in a limited class of environments, illustrated in the examples concern-
ing putting a quarter in a parking meter and using a credit card for payment.
What seems to distinguish this class is that, for instance, (13) is not about credit
cards in the same way that (4) is about donkeys. (4) is an answer to the ques-
tion “How do farmers treat their donkeys?”; (13) is an answer to the question
“How did the guests pay their bills?”, and not “What did the guests do with
their credit cards?” Weak readings with | MONT or TMON | determiners are only
possible in these kinds of cases.

It is in these same kinds of cases that nuclear scope negation sentences with
TMONT or |[MON| determiners appear to receive strong readings. That is, it
is only in these cases that a donkey sentence can receive a reading other than
the one predicted by Kanazawa’s monotonicity account. What exactly is this
reading? Brasoveanu claims that (16) receives the strong reading. But this is not
quite right. The sentence is interpreted to mean that at least one man who had a
quarter intended to put one in the parking meter but failed to do so. This is not
the weak reading of the sentence: it is incompatible with every man putting a
quarter in the meter even if at least one man forgot to put some other particular
quarter in the meter. But it is not the strong reading either. The strong reading
requires that there be a man who had a quarter such that for each of his quarters,
he forgot to put that particular quarter in the meter. This in turn requires that
for each quarter he intended to put that particular quarter in the meter, which
is to say, that he intended to put all of his quarters in the meter. The natural
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interpretation of (16) has no such requirement. The strong reading entails too
many intentions.

5 Proposal: delayed quantification

What then is the correct analysis of sentences like (16), if it is neither the strong
nor the weak reading? A clue is given by its paraphrase in (19):

(19) At least one man who had a quarter forgot to put a quarter in the meter.

On the natural interpretation of (19), the indefinite a quarter in the nuclear scope
scopes below the intensional verb forgot. But on the standard implementation
of the weak reading, the indefinite takes scope above the verb phrase, which we
saw produces incorrect results. If forget were not an intensional verb, but simple
negation, the 3 > — scoping produced by the strong reading would be equivalent
to the desired — > 3 scoping, but with forget the two are not equivalent. The
correct analysis of (16) on its reading paraphrased in (19) must then involve an
existential scoping below forgot — at the position of the donkey indefinite, and
therefore can be neither of the readings we have considered so far.

What do we know at this point? In general, donkey sentences with | MONT
and TMON| determiners receive strong — universally-quantified — readings. In ex-
ceptional cases, these sentences receive existentially-quantified readings. Donkey
sentences with TMONT and |[MON]| determiners never receive strong readings.
In general, they receive existentially quantified readings — the weak readings of
Kanazawa and Brasoveanu. In exceptional cases — the same class of exceptional
cases — these sentences receive readings with lower scoping existential quantifi-
cation.

Quantificational determiners in general select the readings predicted by
Kanazawa’s account. In a class of exceptional cases, donkey sentences receive
different, existentially-quantified readings. Are the exceptional existential read-
ings the same for both kinds of quantifiers? That is, when a donkey sentence
with every receives a “weak” reading, does the existential quantification take
lowest scope?

(20) Every man who had a nice suit refused to wear it to the town meeting.

This sentence can be interpreted in two ways. It can mean that for every man
who had a nice suit, it was the case that for each of his nice suits it was suggested
to him that he wear that particular suit, and for each of his nice suits he refused.
This is the strong reading. It can also, perhaps more naturally, mean that every
man who had a nice suit refused to wear a nice suit to the town meeting — it was
suggested to him that he wear a nice suit, and he refused. It cannot mean that
every man who had a nice suit rejected at least one nice suit, but that some men
may have still worn nice suits to the town meeting. So the existential quantifi-
cation must take lowest scope, beneath the negative intensional verb, just as in
the TMONT and |MON] cases. Thus the exceptional existential reading is the
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same across all quantifiers. It consists in the donkey pronoun being interpreted
as an existential taking narrowest scope.

I prosose to extend Kanazawa’s analysis with an operator to delay witness
selection. The operator, when applied to a dynamic formula, collapses the set of
its output assignments into a single assignment, assigning possibly non-atomic
values to variables. These non-atomic values are existentially quantified over at
the point of evaluation of the lexical relation which takes the variable as an
argument. This has the effect of the variable being interpreted as an existential
that takes lowest scope.

Formally, first define a formal sum operation ‘4+’ on the domain of individuals,
so that if a and b are individuals, a +b is a non-atomic individual. Note that this
operation should not be interpreted as a mereological sum (there is no collective
intepretation). Now for assignment functions g and h, define g + h to be the
assignment function such that for all variables z, (¢+h)(z) = g(x) + h(x). Write
35 for the sum of the elements of a set S, and write ‘<’ for the part-of relation
for this sum. We can now define the delay operator ‘L) as follows:

21 [ugl = {{g,h) | h =E{k | (g,k) € [¢]}}

Thus ¢ relates to each input assignment g the single assignment function that
is the formal sum of all of the output assignments related to g by ¢. For any
formula ¢, ¢ and U¢ are truth-conditionally equivalent, but not usually dynam-
ically equivalent. Now we need these non-atomic individuals to be interpreted
as existential quantification when they are evaluated as arguments of lexical
relations. To do so we modify the semantics of lexical relations:

(22)  [R(ts,- - ta)] = {(g; h) [ < g A ([ta]lns - -5 [Enln) € T(R)}

where [¢t];, is the interpretation of term ¢ with respect to h, and I(R) is the
interpretation of the relation symbol R. Note that atomic formulas of this form
are no longer tests: their evaluation has the effect of “splitting” non-atomic
individuals into atomic ones split across assignments. So (23) remains illicit:
once the pronoun fixes its referent, it must refer to that individual from then on.

(23) John had a quarter. He put it; in the parking meter. #Itj’s in his pocket.

Although U appears to allow it to act like one in cases of donkey anaphora, it
is important that it does not do so generally.

(24) # John has a credit card. Mary has it too.

The non-atomic individual introduced by a credit card is the sum of the credit
cards that satisfy the entire sentence, not the sum of all credit cards. This re-
stricts it to credit cards that John has, thereby rendering (24) anomalous.
Intuitively, the multiple output assignments of an externally dynamic for-
mula ¢ represent the possible ways of making ¢ true. The formula L¢ collapses
all of these possibilities into a single possibility; it disregards the differences be-
tween the ways of making ¢ true. If ¢ is an existential, each output assignment
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encodes a possible witness. Then the output assignment of Li¢ encodes that ¢
has a witness — it introduces a discourse referent — but it ignores the particular
identity of the witness. U delays the selection of a witness until it is forced by the
evaluation of a lexical relation, at which point existential quantification applies.
It is in just the kinds of contexts where this is appropriate — where U can be
used felicitously — that exceptional weak readings are possible.

Since the output of a formula ¢ is always a single assignment, the choice
between the connectives ‘;’ and ‘=’ is neutralized: Li¢p = ¢ < U¢ ; 1. In the
case of donkey anaphora, applying U to the restrictor renders weak and strong
dynamic generalized quantifiers equivalent:

(25) Qwaz(Ueys,v) <  Qu(UEyp,UEye ;1) = Qu(Eys, Eyd ;)
(26) Qsz(UEye,v) < Qu(UEyo,Ulyd =) < Qz(Eyo,Eyd ;1)

Hence we can always translate every as EVERY s, and get a weak reading by using
L. The classic weak reading example then receives the following translation:

(27) Every man who had a quarter put it in the meter.
EVERY gx(man(z) ; UEy(quarter(y) ; had(x,y)), put-in-meter(z, y))

Of course, if we do not apply U, we get the strong reading. If we use a weak
quantifier, we get an existential reading either way. If the nuclear scope of the
quantifier is atomic, we get the same existential reading as we do with U; if it is
not, as in the nuclear scope negation cases, the equivalence is broken.

This analysis makes the prediction that when a donkey sentence with every
receives a weak reading, the existential can and must take scope under any
quantificational operator, not just an intensional verb. This is borne out:

(28) Every man who has a credit card uses it every time he shops online.

The only plausible reading of (28) is a weak one, and the only available reading
is the one on which a credit card ends up taking lowest scope: scope under every
time. (28) means that for every man who has a credit card, whenever he shops
online, he uses a credit card; it does not have the stronger reading that requires
that every man have a single card he uses every time he shops online.

6 Conclusion
Extending Kanazawa’s (1994) analysis of donkey anaphora with the L operator
to delay existential witness selection allows it to account for exceptional weak

readings with |MONT and TMON| quantificational determiners, overcoming its
empirical shortcoming while avoiding undue overgeneration.
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The syntax and semantics
of evaluative degree modification

Hanna de Vries

Utrecht institute of Linguistics OTS

Abstract. It is a well-known but little-studied fact that evaluative ad-
verbs - adverbs indicating the attitude of the speaker towards the infor-
mation she is conveying - can modify degree (incredibly tall, ridiculously
expensive...). This paper offers a syntactosemantic account of this phe-
nomenon. Following Morzycki (2004), I propose that evaluative degree
modification involves a covert operator (which I will call EVAL); however,
my proposal differs from that of Morzycki in several crucial respects.
Most importantly, I argue that evaluative degree constructions should
not be analysed as embedded exclamatives. Furthermore, I show how
their syntactic behaviour illuminates their semantic composition.

1 Introduction

Evaluatives, a large and open class of adverbs, can systematically modify
gradable adjectives as well as complete sentences. The different positions
are associated with a clear difference in meaning:
surprisingly
(1) a. Maxwell is {remarkably } tall.
shockingly
Surprisingly
b { Remarkably }, Maxwell is tall.
Shockingly
The sentences in (1a) do not entail those in (1b): if we were expecting
Maxwell to be tall, but just not that tall, we could utter (la) but not
(1Db).
The semantics of the (b)-sentences seems uncomplicated: the adverb sim-
ply modifies the proposition expressed by Mazwell is tall. But what ex-
actly do the adverbs modify in an evaluative degree construction (hence-
forth EDC) like Mazwell is remarkably tall? Do they similarly modify
propositions, and if so, what do these propositions express? Where does
the semantic difference between (1a) and (1b) come from?

I will adopt the following (fairly uncontroversial) assumptions about de-
gree and degree phrases.

Degree constructions, like Vernon is six feet tall or Vernon is taller than
Mazwell, involve a) a measurable property G; b) an individual z who
gets ‘measured’; i.e. to whom G is applied, yielding a degree d; c) some
other degree of said property d’, and d) a comparison between d and d'.
For example, a sentence like Vernon is siz feet tall can be paraphrased as
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‘There is a degree d such that Vernon is d-tall and d equals six feet’. Sim-
ilarly, Vernon is taller than Mazwell has to consist of a degree predicate
relating Vernon to his height, and a comparison between that height
and some other value (provided, in this particular case, by Maxwell’s
height). We capture this by assuming the following type and denotation
for gradable adjectives like tall:

(2) [[tall]]<d,<e,t>> = )\d)\x[HEIGHT(d)(Jj)]

The comparison function, then, is provided by degree morphology: -er,
for example, indicates a greater-than relationship between d and d’. Fi-
nally, the value of d’ is provided by elements like siz feet or than Mazwell.
While the above ingredients all need to be present in the semantics, they
may be absent from overt syntax. The so-called ‘positive form’ ( Vernon
is tall) intuitively involves Vernon’s height being favourably compared
to some contextually defined standard degree, but neither the compari-
son nor the standard are overt. Similarly, Vernon is siz feet tall lacks an
overtly stated equality relationship between Vernon’s height and the de-
gree of six feet, yet it is obviously there in the semantics. We solve this by
assuming covert degree morphology - POs for the positive form (where
sg is the contextually defined standard of G) and MEAS for sentences
involving measure phrases.’

(3) a. [POS] = AGAz3d[G(d)(z) Ad > sq]
b. [MEAS] = AGAzAd'3d[G(d)(x) Ad = d']
I furthermore assume that the syntax of degree constructions is best

described using a Degree Phrase, DegP (Abney 1987, Corver 1991, 1997),
which looks as follows:

(4) DegP
(measure phrase) Deg’
Deg® QP
\
{how, too,
s0, as, (modifier) Q
POS, MEAS} /\

QP AP
| \
{-er, more, less, enough} A’
)
If Q° is empty or contains -er, head movement from A° to Q° takes place
(Corver 1997). Modifiers like very and extremely are located in SpecQP,
and measure phrases in SpecDegP.
! pos was already proposed in Cresswell (1976) and has since been commonly assumed;
its measure phrase-introducing cousin first appeared in Kennedy (1997) and was
baptised MEAS in Svenonius & Kennedy (2006).
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2 EDCs are not embedded exclamatives

One of the most intuitive ways to paraphrase an EDC like Vernon is
remarkably tall is something like ‘the degree to which Vernon is tall is
remarkable’ (cf. Cresswell 1976, Katz 2005). However, in one of the few,
if not the only, existing accounts of EDCs?, Morzycki (2004) explicitly
rejects this paraphrase as a correct representation of the semantics of
EDCs. Consider a situation in which Vernon is in fact remarkably short
- surely, we would be able to claim that ‘the degree to which Vernon is tall
is remarkable’. However, we would not call the remarkably short Vernon
remarkably tall. In another scenario envisioned by Morzycki, Vernon was
born at precisely 5:09 in the morning, on the fifth day of the ninth month
of 1959 - and to our amazement, his height happens to be exactly five
feet and nine inches. This is remarkable indeed, and yet, again, we would
not be able to claim that Vernon is remarkably tall. This leads Morzycki
to analyse EDCs as embedded exlamatives, which he takes to denote sets
of true propositions, just like questions. For Vernon is remarkably tall to
be true, one of the propositions in the set must be remarkable (see (5b)).
For current purposes, this amounts to the denotation in (5c¢), in which
reference is made to sets of degrees rather than sets of propositions.
(5) a. [How tall Vernon is!] = {p : p is true and there is a degree of
height d such that p is the proposition that Vernon is d-tall}
b. [Vernon is remarkably tall] = [It is remarkable [how tall Vernon
is!]] = Iplp € {*V. is 6 feet 1 inch tall’, ‘V. is 6 feet 2 inches
tall’, “V. is 6 feet 3 inches tall’, ... ‘V. is n feet m inches tall’} A

REMARKABLE(p)]
c. = REMARKABLE("3d[d € {‘6 feet 1 inch’, ‘6 feet 2 inches’, ‘6 feet
3 inches’, ... ‘n feet m inches’} A Vernon is d-tall])

Following Zanuttini & Portner (2003), Morzycki argues that a crucial
property of exclamatives is domain widening. To see the effect of this,
consider the different implications about Maxwell’s eating habits in (6a-
b):
(g) a. Maxwell eats everything,.
b. What things Maxwell eats!
Arguably, the domain of everything in (6a) is restricted by the context
such that we do not expect it to include “lightbulbs, his relatives, or
presidential elections” - or, in general, anything but ordinary food. For
(6a) to be true, it is not necessary that Herman’s eating habits include
things like live locusts for breakfast; it merely suggests that Herman is
a particularly easy dinner guest. In contrast, (6b) does suggest that the
domain of things eaten by Herman also includes the extraordinary, like
live locusts or raw serrano chillies. This is the effect of domain widening.
Morzycki’s semantics for EDCs, which takes into account both domain
widening and factivity (essentially, the entailment of the positive form)
is given in (7):
(7) [EDC] = R("3d3C'[C' D CAd e C'"—CAG()(z) Ad > sc])]
(for some gradable adjective G, evaluative adverb R, domain C' and
individual )

2 Another one is Katz (2005), although he only discusses the semantic, not the syn-
tactic, side of the matter
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In the rest of this section, I will argue that this is wrong.

Most importantly, there is something unjustifiably redundant about the
domain widening part of the denotation in (7). It guarantees that the
degree to which z is G is somehow so ‘extreme’ that it falls outside
of the range of degrees we would naturally consider. But that is just
another way of saying that what is going on is ‘remarkable’, or ‘surpris-
ing’, or ‘unbelievable’. As an illustration, take a sentence like Mazwell
is remarkably tall. Paraphrasing Morzycki’s denotation, the semantics of
this would boil down to something like ‘It is remarkable that Maxwell’s
degree of tallness is such that it is somehow unexpected’.

This is, in fact, a general problem of analysing EDCs as embedded excla-
matives. An exclamative (How tall Mazwell is!) can itself be paraphrased
as something roughly like ‘Maxwell is unexpectedly tall’. This suggests
that the ‘unexpectedness’ of Maxwell being d-tall is the case even before
the contribution of remarkably to the semantics.

‘We can test empirically whether this is true: we would expect the sense of
unexpectedness or extremeness caused by domain widening to be there,
regardless of the meaning of the modifier. This expectation is not borne
out, however. The evaluative adverbs in (8) themselves do not express
anything ‘extreme’, and indeed, the sentences in (8) do not seem to
suggest unexpectedness or extremeness in any way.

disappointingly
(8) Maxwell is < arousingly tall.
satisfyingly
In short: the apparent domain widening effect of certain EDCs, like
Mazwell is remarkably tall, seems to be a consequence of the semantics of
the particular adverb, rather than a property of this kind of construction
in general. If domain widening is a crucial part of the semantics of ex-
clamatives, it follows that EDCs cannot involve embedded exclamatives.
I propose that the intuitive paraphrase we saw earlier, which was rejected
by Morzycki, is in fact the right one. The nonexistent interpretations
involving freakish heights are ruled out by an independent reason: the
monotonicity of gradable predicates in the following sense (Heim 2000):
(9) A function f of type (d, (e, )) is monotone iff
Vavavd' [f(d)(z) =1 & d < d — f(d')(z) =1]

In words: If « has a certain property to a degree d, it also has this
property to all lower degrees d’.

How does it follow from this that Mazwell is remarkably tall cannot
be an appropriate description of a sitaution in which Maxwell’s height
equals his birthday? The crucial factor here is that remarkable is also
monotone - downward monotone, to be precise. A downward monotone
operator O, when applied to some proposition p, reverses p’s entailments:
if p = p’, then O(p’) = O(p). (It is easy to verify that this indeed holds
for remarkable and other evaluatives.) Similarly, as the monotonicity of
tall implies that TALL(d)(z) = TALL(d')(x) where d’ < d,
(10) REMARKABLE( TALL(d")(x)) EREMARKABLE( TALL(d > d')(z))

In other words, the monotonicity of both remarkable/remarkably and
tall ensures that if it is remarkable that x is d’-tall, = being d > d’-tall
must also be remarkable. Clearly, this cannot be true in a situation in
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which Vernon is remarkably short or has a height corresponding to his
birthday.?

Thus, we have arrived at a semantics for EDCs that is both empirically
more accurate and quite a bit simpler than Morzycki’s. Unlike Morzy-
cki, we do not need to assume that evaluatives are ambiguous between
an ({(s,t),t),t) and an ((s,t),t) type. Moreover, our semantics defines
the relationship between the different semantics associated with different
adverb positions in an elegant, intuitive way that mirrors their syntactic
difference, namely in terms of scope:
(11) a. Maxwell is remarkably tall:
Id[REMARKABLE("TALL(d)(m)) A TALL(d)(m)) A d > Stau]
b. Remarkably, Maxwell is tall:
REMARKABLE("3d[TALL(d) (m) Ad > Stau]) ATd[TALL(d)(m)Ad >
Stall]

3 Syntactic movement, much-support and
agreement

We now turn to the syntax of EDCs in order to see how the above deno-
tation is arrived at. First, I propose to take the syntacticians seriously
and assume that evaluative adverbs, like other degree modifiers, are lo-
cated in SpecQP. This is supported, among other things, by the fact that
evaluatives can gradually lose their meaning and flexibility and turn into
‘proper’ degree modifiers; for example, Dutch ontzettend has mostly lost
its original meaning of ‘shocking, horrifying’ and is nowadays used almost
exclusively as a degree modifier.

Now, consider the following examples of so-pronominalisation in English
(from Corver 1997):
(12) a. John is fond of Mary. Bill seems [less so].

b. John is fond of Mary. *Maybe he is [too so].

When the whole AP is replaced by the pro-form so, there is no A° to
raise to Q°. Corver notes that this results in ungrammaticality when Q°
is empty (12b). To make the Deg’ + so combination grammatical, we
need to insert the syntactic dummy much into Q° (‘much-support’):
(13) John is fond of Mary. Maybe he is [too much so].

Now, consider the data in (14):
remarkably
surprisingly

* ;
cerily (*much) so.

(14) Vernon is tall, even

The fact that much-insertion is ungrammatical here can only be ex-
plained by assuming that Q° is not empty - it must be occupied by a
covert element. I propose that this covert element, which I will call EVAL,
is a null degree morpheme that applies to an evaluative and a gradable
adjective to yield a lambda term with exactly the same semantic type as
the adjective itself, to which Pos (in Deg®) is then applied in the usual

3 The reader is referred to Nouwen (2005) for the whole argument in detail.
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way.

The analysis presented above defines the difference between evaluative
modifiers and ‘true’ degree modifiers (e.g. very, pretty) in terms of their
ability to modify degree directly - the latter can, while the former need
the mediation of EVAL. In English, this claim is supported by the presence
or absence of much-support in the case of so-pronominalisation (very and
pretty do need much-support). Dutch does not have so-pronominalisation,
but it does offer some interesting independent evidence in the form of
gender agreement between adjective and modifier.
(15) a. Een belachelijk(*e) dure fiets
‘a ridiculously (-INFL) expensive bike’
b. Een ontzettend(?e) mooie fiets
‘an extremely(-INFL) beautiful bike’
c. Een 7heel/hele mooie fiets
‘a very/very-INFL beautiful bike’
Belacheligke ‘ridiculous’ in (15a) cannot receive a degree-modifying in-
terpretation; only the non-inflected form can. The use of the inflected
form onzettende ‘extremely’ as a degree modifier, however, is relatively
common; finally, degree-modifying hele ‘very’ has an overwhelming ten-
dency to agree with the adjective.* Assuming that agreement reflects
a Spec-Head relationship, the difference follows naturally from our as-
sumptions: EDCs do not involve a Spec-Head relationship between the
modifier and the adjective, as the presence of EVAL in Q° prevents the
adjective from raising there. In contrast, heel/hele ‘very’, as a proper
degree modifier, does not need the mediation of an element like EVAL in
Q°, so the adjective can raise to this position, ending up in a Spec-Head
relationship with the degree modifier. Finally, the mixed behaviour of
ontzettend is exactly what we would expect of an evaluative that is di-
achronically turning into a ‘real’ degree modifier.

The account presented here is similar in spirit to that of Morzycki (2004),
who also deals with EDCs in terms of covert morphology; however, the
syntactic and semantic details are quite different, as Morzycki locates
evaluatives in SpecDegP and collapses the semantic contributions of POS
and (his rather different version of) EVAL into one covert morpheme
located in Deg®. Neither of these choices, however, is compatible with
the syntactic data presented here.

4 Assembling the pieces

The denotation I assume for EVAL is the following:

(16) [EVAL] = AGARNAz|[G(d)(x) A R("G(d)(x))]
Here, GG is a gradable adjective and R an evaluative adverb. The seman-
tics of a sentence like Vernon is surprisingly tall, then, is built up as
follows (heads are applied to their specifiers and complements):

* Googling belachelijke {dure/mooie} returned 1,872 hits, against 17,110 hits for
belachelijk { dure/mooie}. Ontzettende vs ontzettend: 29,172 vs. 31,160. Hele vs. heel:
900,200 vs. 265,900. Other evaluatives pattern with belachelijk.
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(17) P
) P/\
\ /\

Vernon De gP

Deg
)\G)\:c[ﬂd[G(d)(x) Ad > sal] /\

Ava

surpmsmgly /\

AGAR)\dAx[G(d)(a:) AR(CG(d)(2))] )\d)\m[TALL(d)(w)}

(18) [Vernon is POS EVAL surprisingly tall]
= [pos]([evaL]([tall])([surprisingly]))([ Vernon])
[POS[(AGARAdAz[A(d)(z) A R("G(d)(x))](AdAz[TALL(d)(x)])
([surprisingly]))([ Vernon])
= [Pos](ARAdAz][G(d)(z)AR("TALL(d)(x)] (SURPRISING))([ Vernon])
= AGXz[Ad[G(d)(z)Ad > sc]](AdAz[TALL(d)(x) ASURPRISING (" TALL
(d)()))) ([ Vernon])
= Az[3d[TALL(d)(z) A SURPRISING (" TALL(d)(z)) A d > stau]](v)
= 3d[TALL(d)(z) A SURPRISING("TALL(d)(v)) A d > Staui]]
Importantly, the above analysis leaves room for EDCs to be headed by
other degree morphemes than PoOs, thus correctly predicting the existence
of constructions like (19a-c):
(19) a. How remarkably tall Maxwell is!
b. Maxwell is so remarkably tall that all tourists want to take a
picture with him.
c. Maxwell is just as remarkably tall as Vernon.
One might object that there is a different way to analyse these sentences,
namely (20b), in which how, so, and as are heading the remarkably DegP
rather than the main tall DegP:

(20) a. DegP b. DegP
\ \
Deg’ Deg’
Deg’ QP Deg” QP
\ — \
POSs/how /so/as remarkably POS DegP o
EVAL tall — —
how/so/as EVAL tall
remarkably

However, there are good reasons to assume that this is not the case.
First, note that we can replace each instance of remarkably in (19) with
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the non-gradable very (for which the structure in (20b), obviously, is no
option). This shows that there is nothing wrong with the combination
of an overt degree head and a modifier per se, so as long as we cannot
prove that evaluative modifiers behave differently from very, we have no
reason to assume that they do.

Secondly, we can test empirically whether (20a) or (20b) is right, at least
in the case of the degree head as. It is well-known (cf. Kennedy 1997)
that comparative and equative constructions are semantically anomalous
if the adjectives that are compared are not measured along the same
dimension ((21a) vs. (21b)). We can use this fact to determine which
element is compared to which in a sentence like (20c). If as heads the
embedded remarkably DegP, as in (20b), we would expect the (a)nomaly
of the comparison to depend on the dimension of remarkably. In contrast,
if as heads the main DegP, as in (20a), we would expect the dimension of
the adjective to be decisive. And in fact, the latter expectation is borne

out:
(21) a. Maxwell is just as tall as Vernon is wide.
b. #Maxwell is as tall as he is arrogant.
(22) a. Maxwell is as remarkably tall as Vernon is remarkably wide.
b. #Maxwell is as remarkably tall as Vernon is remarkably arro-

gant.

The difference between (22a) and (22b) would be inexplicable if the first
instance of remarkably were compared with the second one, or with
wide/arrogant; the only way to explain why (22b) is anomalous while
(22a) is not, is to say that (22b) compares tall and arrogant, which do
not have identical dimensions, whereas (22a) compares wide and tall,
which do. This means that tall, and not remarkably, is the complement
of as.

Concludingly, while there is no decisive way to prove for all possible
overt degree heads that they can co-occur with an evaluative modifier in
SpecQP, the facts we do have (as, at least, can; plus, evaluative modi-
fiers pattern with very in every other respect) are suggestive enough. I
conclude that the predictions of the analysis presented in this paper are,
indeed, correct.

One exception, however, is MEAS. There is no semantic reason to rule
out a combination of MEAS and EVAL; yet, as (23) shows, evaluative
modifiers are incompatible with measure phrases (a property they share
with ordinary degree modifiers like very):
(23) *Vernon is seven feet very/remarkably tall.

However, this structure can be ruled out on independent syntactic grounds:
it is argued in Corver (1997, 2009) that measure phrases originate in
SpecQP, which explains why they are in complementary distribution
with modifiers.®

5 As one of the reviewers of this paper pointed out, it is possible to get approximately
the intended semantics (‘There is a degree d such that d = 7’0 and Maxwell is d-tall
and it is remarkable that Maxwell is d-tall’) by using a slightly different construc-
tion: Mazwell is a remarkable seven feet tall. This suggests that the semantics of
evaluatives and measure phrases are by no means incompatible. Constructions like
these are a test case for the semantics presented in this paper, but I will leave this
issue for future study.
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5 Conclusions

In this paper, I have argued that an analysis of EDCs as embedded
exclamatives runs into several conceptual and empirical problems, and
subsequently, that the much more elegant alternative is in fact perfectly
valid if we assume that gradable adjectives and evaluatives are monotone.
Furthermore, I have proposed a syntax for EDCs based on evidence in-
volving much-support and Dutch gender agreement; this syntax allows
EDCs to be headed by, in principle, any degree head, which draws a nice
parallel between EDCs and other degree constructions.

It also allows words like very and pretty to be treated syntactically like
degree modifiers (occupying SpecQP), while still explaining why they
occasionally behave differently from evaluatives that occupy the same
position: very, pretty and other ‘true’ degree modifiers can directly mod-
ify the adjective without needing the intervention of something like EVAL.
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Epistemic Modals are (Almost Certainly)
Probability Operators

Daniel Lassiter

New York University

Abstract. The epistemic modals possible, probable, likely, and certain de-
mand a semantics which treats them both as modal operators and as grad-
able adjectives. I show that the standard theory of modality in linguistic
semantics — due largely to the work of Angelika Kratzer — makes incorrect
predictions about the interaction of likely and disjunction. However, en-
riching Kratzer’s theory by directly incorporating probabilistic information
allows us to give a compositional degree-based treatment of gradable modals,
avoid the problems with disjunction, and explain numerous facts about the
interaction of gradable modals with degree modifiers and negation.

1 Introduction

1.1 Gradable Modals

Most discussion of the semantics of English modals has focused on the meanings of
modal auxiliaries such as must, should, and can, and on infinitival modals like ought
to. However, there is a substantial number of adjectival modals in English as well,
and these have received somewhat less attention in the literature. Importantly, like
adjectives in general, many adjectival modals are readily gradable, just like the
large and well-studied class of gradable adjectives. Some examples of the similarities
are given in (1)-(4).

(1) Degree Modification
a. Bill is very angry.
b. It is very likely that Jorge will win the race.
c. The glass is almost full.
d. It is almost certain that Jorge will win the race.

(2) Comparison
a. Bill is angrier than Sue.
b. It is more likely that Jorge will win the race than it is that Sue will win.

(3) Degree questions
a. How angry is Bill?
b. How likely is it that Jorge will win the race?

(4) Explicit Degree Quantification
a. The glass is 95% full.
b. It is 95% certain that Jorge will win the race.

I will refer to modal expressions with these characteristics as gradable modals.
The epistemic subtype, exemplified by likely, possible, and certain, will be referred
to as gradable epistemic modals, hereafter GEMs.
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1.2 Two Problems

We begin with two observations. First, as (1)-(3) illustrate, many expressions of
modality in English are gradable adjectives, and can be syntactically quite complex.
As Portner (2009) notes, it would be desirable to have an account of GEMs that is
compatible with the best available syntactic and compositional semantic theory of
adjectives like angry and full. Surprisingly, however, no such theory exists.

The second observation is the following. Imagine it is the beginning of baseball
season. You have a friend who is a sports fanatic and is uncannily good at predicting
who will succeed in the postseason from pre-season play. He tells you that the Blue-
jays are the best team in the Major Leagues this year, and that they are at least as
likely to win the World Series as any other individual team this year. As it happens,
you encounter a bookie who is willing to take bets on the Bluejays winning the World
Series at 2:1 odds — that is, if you bet on the Bluejays and you are right, you will win
twice what you bet. Should you risk a large sum of money on this bet? Not necessar-
ily — after all, there are twenty-nine other major league baseball teams, and there is
a non-negligible chance that one of them will outperform your friend’s expectations
and you will lose your money. That is, as a good gambler, you should know that
even though the Bluejays are at least as likely to win as any other team, it may not
be the case that the Bluejays are at least as likely to win as they are not to win.

It turns out that within the standard theory, it is impossible to make sense of
the final sentence in the previous paragraph. The dominant theory predicts instead
that the intuitively stronger claim in (5b) is actually an entailment of the intuitively
weaker claim in (5a).

(5) a. The Bluejays are the best team in the league: for any team you like, the
Bluejays are at least as likely to win the Series as that team is.

b. The Bluejays are at least as likely to win the Series as they are not to
win.

Our starting point, then is this: we need a theory of the semantics of likely and
other gradable modals that (a) is compatible with a good theory of the semantics
of gradable adjectives, and (b) does not wrongly predict that the (5a) entails (5b).

2 Kratzer’s Semantics for Gradable Modals

The standard theory of modality in linguistic semantics was developed in a series of
papers by Angelika Kratzer (see especially Kratzer (1981) and Kratzer (1991)). On
this approach, notions such as likelihood, obligation, etc. as derived from a more
basic notion, that of comparative possibility. She introduces a binary relation >
which holds of two worlds u,v just in case u is “more possible” than v in a way to be
made precise.! > is interpreted relative to a modal base f and an ordering source g. f
is a function which, given a world, returns a set of propositions that are relevant to
the evaluation of the modal expression. In the case of epistemic modality, the modal
base is the set of propositions known to the speaker (or whoever the contextually
appropriate person(s) are).

The ordering source g is a function which, applied to a world w, returns a set of
propositions which induces an ordering over the modal base. In the case of deontic

! Kratzer (1981) actually uses < where I will use >. This choice makes sense within the
historical setting of her theory, but it is confusing in the current context, since it seems
to suggest ‘less than or equal to’, while the orderings we are interested in with respect to
gradable modals correspond intuitively to an ordering in terms of ‘greater than or equal
to’. When we compare these notions to the orderings induced by gradable adjectives,
the current notation will be preferable.
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modals, for example, the ordering source is some contextually relevant set of laws,
orders, norms, etc., and worlds are ranked by how close they come to satisfying all
of the propositions in g(w). The ordering is determined by the rule in (6):

(6) For all worlds u,z e W:
U > g(w)? if and only if {p:peg(w) and z e p} c {p:p e g(w) and u € p}

That is, u is at least as good a world as z iff u satisfies every law (norm, etc.) that z
does. u is strictly better than z iff u satisfies every law that z does, and z does not
satisfy every law that u does. u and z are ranked equally (u » z) iff u and z satisfy
the same laws.

Kratzer (1981) suggests that, in the epistemic domain, the ordering source is
composed of propositions representing the “normal state of affairs”: “Worlds in
which the normal course of events is realized are a complete bore, there are no
adventures or surprises”. That is, in the special case in which the propositions in
g(w) are consistent and N g(w) is thus non-empty, p is more likely than ¢ just in
case p is more similar to the maximally normal state(s) of affairs given by N g(w)
than ¢ is.

Formally, Kratzer gives the semantics of > g(,,) as follows:

(7)  Comparative Possibility:
A proposition p is more possible than a proposition ¢ in a world w in view
of a modal base f and an ordering source g if, and only if, the following
conditions are satisfied:

a. For all u e Nf(w):
If u € g, then there is a world v € Nf(w) such that v > g(,)u and v € p.

b. There is a world uw € N f(w) such that:
u € p and there is no world v € N f(w) such that v € ¢ and v > g(y)u.

In words: p is more possible than q iff, for every g-world, there is some p-world that
is at least as normal (relative to g(w)), and there is at least one p-world for which
no g-world is as normal. I will sometimes abbreviate “p is more possible than ¢” by
p > *° q. Note that, unlike >, these are relations on propositions.

Similarly, we can define the relation “p is at least as possible as ¢” (p > ®q)as
follows:

(8) For all ueNf(w):
If u € g, then there is a world v e Nf(w) such that v > g(,)u and v € p.

This is, of course, just the first clause of (7).

Kratzer’s theory has many advantages: in particular, it gives plausible truth-
conditions for sentences involving complex expressions of graded modality such as
¢ is probable and v is a slight possibility. However, this theory makes incorrect
predictions for an important class: examples involving disjunction.

3 The Problem of Disjunction

Disjunction creates a deep problem for Kratzer’s theory which, I will argue, cannot
be resolved without enrichment of the underlying logic to include numerical proba-
bilities. The problem is this: if or has its classical denotation, then Kratzer’s theory
predicts that the following inference should be valid.

9) a. ¢ is at least as likely as .
b. ¢ is at least as likely as x.
¢ is at least as likely as (¢ v x).
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Proof of (9). (For readability, I suppress reference to f(w) and g(w).) (9a) holds
just in case, for every w-world u there is a ¢-world v such that v > u. Similarly,
by (9b), for every x-world u’ there is a ¢-world v such that v’ > u’. Let w be an
arbitrary world in ¢ v . Suppose w € 1. Then there is a ¢-world w’ such that w’ > w,
namely v. Similarly, if w € x, then there is a ¢-world w’ such that w’ > w, namely
v’. Since w was arbitrary, for all w € ¢ v x, there is a w’ € ¢ such that w’ > w. Thus,
by the definition in (8), (9¢) holds.

Informally, (9) is valid because of the following feature of Kratzer’s definition
of comparative possibility. Suppose, for simplicity, that for each of ¢, ¥, and x
there is some (possibly singleton) set of worlds that outrank all other worlds in
that proposition, and the top-ranked worlds in ¢, ¥, and x are all connected. The
ordering of propositions according to (9) is uniquely determined by the relative
positions of these top-ranked worlds. The premises (9a) and (9b) entail that the
top-ranked worlds in ¢ outrank the top-ranked worlds in v, and also the top-ranked
worlds in x. Fig. 1 depicts the situation.

¢ Y X

A

Better
possibility

Fig. 1.

Because the top-ranked worlds in ¢ outrank the top-ranked worlds in v and in Yy,
they also outrank the top-ranked worlds in v v x. Since comparative possibility is
only sensitive to the relative positions of the top-ranked worlds, it follows that ¢ is
more likely than i v x — and therefore, trivially, that ¢ is at least as likely ¢ v .

The problem is that the inference pattern in (9) is intuitively invalid, particularly
when this schema is applied repeatedly. Recall that, in the scenario described above,
you have it on good authority that the best team in Major League Baseball is the
Toronto Bluejays. That is, your prescient friend says that

(10)  “For any team in the Major Leagues, the Bluejays are at least as likely to
win the Series as that team is.”

This is obviously a weaker claim than (11):
(11) “The Bluejays are at least as likely to win as they are not to win.”

But on Kratzer’s theory, (10) plus a few simple facts about baseball entail (11). To
see this, let {team;, ..., teamsyg} be the other 29 Major League baseball teams.
(12) is a reasonable rendition of the truth-conditions of (10):

(12) Vz e {team, ..., teamog}:
It is at least as likely that the Bluejays will win as it is that z will win.

Let p be the proposition The Bluejays win, and let g, be the proposition Team,,
wins. Since only Major League teams can compete, (12) is equivalent to (13):

(13) (p=°q)A(P=°q2) A A(D > q29).

Feeding (13) into the inference schema (9), we see that (14) follows as well.
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(14) p=°(q1VvqeaV...Vqa).

Since we know that one of the thirty teams must win, the only way that the Bluejays
can lose is if someone else wins — that is, The Bluejays do not win entails (14).
Putting this all together, we see the problem: (10) entails (14), and (14), along
with some simple assumptions about baseball, entails (11). But, intuitively, (11) is
clearly not an entailment of (10): in fact, it is a much stronger claim.

It is a general feature of Kratzer’s system that a disjunction ¢, no matter how
large, can never be more likely than another proposition 1 unless one of the dis-
juncts of ¢ is itself more likely than 1. Is this a plausible prediction about valid
inferences from sentences involving likely? In the case at hand, the answer is clearly
“no”. Somehow, a disjunction of lower-ranked possibilities can, as it were, “gang
up” to overpower a higher-ranked possibility. This suggests that we need a theory
of comparative likelihood which employs not just comparative measures, but quan-
titative measures. Numerical probability, I will show, provides precisely what we
need.

4 Gradable Epistemic Modals as Probability Operators

My proposal is the following?:

(15) Gradable epistemic modals are probability operators: they denote mea-
sure functions, i.e. functions from propositions to elements of [0,1], subject
to two restrictions:

(1) prob(W) =1, and
(2) prob(Au B) = prob(A) + prob(B) whenever An B = @.

(For related discussion, see the forthcoming Yalcin (2010), from whom I borrow the
term “probability operators”.)

The first attraction of numerical probability is that it avoids the undesirable
interaction with disjunction that we have noted for Kratzer’s theory. First consider
the problematic inference schema (9). This argument is clearly invalid on the present
proposal. For instance, let prob(¢) = .3, prob(y) = .2, prob(x) = .2, and prob(¢)ax) =
0, so that the premises (9a) and (9b) are true. If this is right, then prob(gvr) = 4,
and so (9c) does not hold. So Kratzer’s problems with disjunction do not arise.

The remainder of the paper explores another strong motivation for the present
proposal: the distribution of degree modifiers with GEMs is exactly what the present
theory predicts, if we give GEMs the meanings in (16).

(16) a. [¢ is certain] = 1 iff prob(¢) = 1) (modulo pragmatic slack).
b. [¢ is possible] = 1 iff prob(¢) > 0 (modulo pragmatic slack).

c. [¢ is probableflikely] = 1 iff prob(¢) > sprop (The contextually given
standard for relative adjectives in Kennedy’s theory, cf. below.).

5 Gradability

Kennedy & McNally (2005) and Kennedy (2007) argue that gradable adjectives de-
note measure functions, just as I have proposed for GEMs. However, most gradable
adjective denote functions from individuals (rather than propositions) to points on

2 (7) is a complete axiomatization of probability theory in the case of finite W; the
complications that arise in the case of infinite W are not relevant here. Note that the
usual properties of numerical probability, e.g. that prob(¢ v 1) = prob(®) + prob(y)) —
prob(y A x), follow directly from (15).
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a scale whose nature is (at least partially) determined by the lexical semantics of
the adjective in question. So, for example, tall denotes a function from an object to
its height. Formally, a scale is given by a triple (D, <,d), where D is a set of degrees,
< is a total ordering of D, and § is the dimension of the adjective (e.g., in the case
of tall, the dimension of height). The meaning of tall is as in (17):

(17)  [tall] = Ax.id. s height = d

This is a function of type (e,d) — not the right type for a predicate, of course.
Kennedy argues that adjectives always co-occur with a degree modifier which con-
verts them to predicative type. When an adjective has an explicit degree modifer,
the adjective is an argument of the modifier, as in (18).

(18) a. [closed] = Ax.cd. x’s degree of closure = d
b. [ecompletely] = AA A zx. A(z) = max(D4)
c. [ecompletely closed] = Ax.id. x’s degree of closure = max(D  jpsed)

Hence The door is completely closed means that the degree of closure of the door
is the maximal degree in D jyseq- This predicts immediately that we cannot use
completely with an adjective associated with a scale with no maximal element.

Kennedy argues further that adjectives in the positive form are converted to
predicative type by a silent degree morpheme pos which associates an adjective A
with a contextually appropriate standard of comparison s4.

(19) [pos] = XA \x.A(x) >sa

One of the most important parameters of variation among gradable adjectives,
according to Kennedy & McNally, is the structure of D, i.e. the elements which
enter into an ordering. They distinguish four possible types of scales — totally
open, totally closed, upper bounded, and lower bounded — and argues that
each is instantiated in the gradable adjectives and is linguistically significant.

Totally Open = (0,1) Upper Closed = (0,1]
O O O
Totally Closed = [0,1]
- @ ©

Fig. 2. Scale Types.

Lower Closed = [0,1)

Kennedy discusses various tests for scale structure, several of which we will em-
ploy to discover the scale structure of gradable epistemic modals. The first test is
degree modification: if an adjective can be modified by completely with a “maxi-
mum” interpretation, it denotes a function whose range is an upper closed scale,
i.e. a maximum standard adjective. One example is full.

(20) The room is completely full.

Kennedy shows that the default interpretation of full and similar adjectives involves
a maximum standard. This explains why (21) is strange — another test for scale
structure. (Call this the “A but could be A-er” test.)

(21)  #The room is full, but it could be fuller.

Note that this test does not tell us whether the scale in question is merely upper
closed or is fully closed — it simply indicates that the scale has a maximum element.

Kennedy claims that, if an adjective can be modified by slightly, it denotes on a
scale with a minimum point, i.e. a lower closed or fully closed scale. He dubs these
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“minimum-standard” adjectives because they typically require only that the degree
to which an object possesses the property be greater than zero. An example is bent.

(22) The rod is slightly bent.

Minimum-standard adjectives do not accept degree modification with completely.
(23)  #The rod is completely bent.

Minimum-standard adjectives also pass the “A but could be A-er” test.
(24) The rod is bent, but it could be more bent.

Minimum- and maximum-standard adjectives share the property that their negation
entails that the corresponding reversed-polarity adjective holds:

(25) a. The rod is not bent. £ The rod is straight.
b. The rod is not straight. & The rod is bent.

The third major class is the relative-standard adjectives, which are associated
with contextually determined standards (s4 in the above). Relative-standard adjec-
tives like tall indicate that the object in question has some significant degree of the
property in question. Relative adjectives are odd with both completely and slightly.

(26) a. #Mary is completely tall.
b. #Mary is slightly tall.

In addition, relative adjectives do not maximize with completely, even if they denote
on an upper closed scale. For instance:

(27) a. The pizza is completely inexpensive. ¥ The pizza is free. (Kennedy
2007)
b. On the moon, you would be completely lightweight. # You would be
weightless.

Relative adjectives do not generate the same entailments as maximum and minimum
adjectives in the tests we have seen, e.g. the “A but could be A-er” test:

(28) Mary is tall, but she could be taller.
Likewise, the negation of a relative adjective does not entail its negative counterpart:
(29) Mary is not tall. ¥ Mary is short.

Finally, proportional modifiers — modifiers like half, 30%, and mostly — occur
only with adjectives which denote on a fully closed scale.

(30) a. # My cousin is 70%/half tall/short.
b. # This road is 70%/half dangerous/safe.

3 Portner (2009) discusses this property of relative adjectives and identifies it as an objec-
tion to the analysis of GEMs that I am arguing for. It is true that this is a theoretical
problem, but it is a general fact about relative adjectives, not a problem for likely and
probable in particular.

As a reviewer notes, an alternative analysis is that possible, likely, and probable fail to
maximize with completely because they are lexically specified to use only a part of the
scale of probability, such as the open range (0, 1). This is in fact precisely what Kennedy
(2007) suggests for inexpensive. However, it will not work for likely and probable, which
are acceptable with certain proportional modifiers (most frequently n%, see (32a)),
indicating that their scale has a top element. In addition, I have reservations about the
explanatory potential of such an approach, both for the gradable epistemic modals and
for inexpensive and lightweight: see Lassiter (2010) for detailed discussion.
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c. The glass is 70%/half full/empty.

These facts are as they are because proportional modifiers comparing the distance
of a point to both the maximum and the minimum points on the relevant scale. If
either of these points does not exist, then the modifier will be unacceptable.

6 Scales for Gradable Epistemic Modals

The proposal in (16) makes the following predictions:

(31) a. Gradable epistemic modals denote on a closed scale (i.e., [0,1]).
b. Certain is a maximum standard adjective.
c. Possible is a minimum standard adjective.
d. Probable and likely are relative adjectives.
Applying the tests developed in the previous section to the gradable epistemic
modals, we see that these predictions are fully borne out. First, proportional mod-
ifiers are acceptable, indicating a closed scale.
(32) a. Itis 70% likely that Jorge will win.
b. It is 99% certain that the Mets will lose.
Second, certain patterns with the maximum standard adjective full on the tests we
have discussed.
(33) a. It is completely/#slightly certain that the Jets will win this year.
b. #It is certain that the Jets will win, but it could be more certain.
c. It is not certain that the Jets will win. k& It is uncertain they will win.

Third, possible patterns in all relevant respects with the minimum-standard adjec-
tives such as bent.

(34) a. #It is completely possible that the Jets will win this year.
b. It is slightly possible that the Jets will win.
c. It is possible that the Jets will win, but it could be more possible.
d. Tt is not possible that the Jets will win. & It is impossible they will win.
Finally, likely and probable pattern with the relative adjectives on all of the tests
we have discussed.
(35) a. #It is completely likely /probable that the Jets will win this year.
b. #It is slightly likely/probable that the Jets will win.
c. It is likely that the Jets will win, but it could be more likely.

These facts lend considerable support to the hypothesis in (16) and its corrolary in
(31): GEMs denote functions from propositions to portions of the closed scale [0,1].

7 Conclusions and Future Directions

My proposal, though a substantial revision of the standard theory, is not quite
as radical as it may appear. Numerical probability is a strictly richer system than
comparative possibility, and so anything that can be represented in Kratzer’s theory
can in principle be represented using probabilities as well.

4 T have not shown this, but the proof should be apparent to those familiar with measure-
ment theory (Krantz, et al. 1971): Comparative possibility defines an ordinal scale, one
of the weakest scale types, while numerical probability is much richer, even more than
a ratio scale (a ratio scale has a bottom element, but [0,1] has a top element as well).
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One important direction for future work is the applicability of a scale-based
approach to deontic and dynamic modals. As Portner (2009) notes, one of the main
attractions of Kratzer’s theory is that auxiliary modals such as must that can be
epistemic or deontic are not ambiguous, but differ only in the value of a contextual
parameter. It may be possible to use a theory closely related to the one proposed
here at least for deontic modals, as Levinson (2003) does for desire verbs. If so,
we could avoid postulating ambiguities by individually varying the parameters that
define scales, e.g. the set of degrees or the “dimension” (height, weight, likelihood,
etc.). Much remains to be done, but I believe that this direction is promising.

To sum up, we identified two desiderata for a theory of gradable modals: it should
be compatible with a good theory of the semantics of gradable adjectives, and it
should predict the right inferences for complex likelihood judgments. If gradable
epistemic modals are probability operators, we can satisfy both of these require-
ments. The present theory is built directly on the theory of gradable adjectives in
Kennedy & McNally (2005) and Kennedy (2007); and, at least with respect to the
problematic inference-types discussed, it makes intuitively correct predictions. In
these respects it compares favorably with the standard theory of gradable modality
due to Kratzer. Furthermore, treating GEMs as denoting measure functions whose
range is the closed scale [0,1] explains a striking range of similarities between GEMs
and non-modal adjectives in the range of degree modifiers they take and entailments
when negated.’
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Tableaux for the Lambek-Grishin Calculus

Arno Bastenhof

Utrecht University

Categorial type logics, pioneered by Lambek ([8]), seek a proof-theoretic un-
derstanding of natural language syntax by identifying categories with formulas
and derivations with proofs. We typically observe an intuitionistic bias: a struc-
tural configuration of hypotheses (a constituent) derives a single conclusion (the
category assigned to it). Acting upon suggestions of Grishin ([3]) to dualize the
logical vocabulary, Moortgat proposed the Lambek-Grishin calculus (LG, [11])
with the aim of restoring symmetry between hypotheses and conclusions.

We propose a theory of labeled modal tableaux ([14]) for LG, inspired by
the interpretation of its connectives as binary modal operators in the relational
semantics of [6]. After a brief recapitulation of LG’s models in §1, we define
our tableaux in §2 and ensure soundness and completeness in §3. Linguistic
applications are considered in §4, where grammars based on LG are shown to
be context-free through use of an interpolation lemma. This result complements
[10], where LG augmented by mixed associativity and -commutativity was shown
to exceed LTAG in expressive power.

1 Ternary frames and Lambek calculi

We discuss ternary frame semantics for NL and its symmetric generalization.
More in-depth discussions of the presented material is found in [5] and [6].

Ternary frames % are pairs (W, R) with W an inhabited set of resources,
and R ¢ W3 a (ternary) accessibility relation. Propositional variables (atoms)
p,q,7, ... are identified with subsets of W. Formally, a model .4 = (F,V) ex-
tends .# with an (atomic) valuation V mapping atoms to &2 (W). Connectives
for (multiplicative) conjunction and implication, constructing derived formulas
A, B,C,..., arise as binary modal operators by extending V as in

V(A® B) :={z | (Jy,2)(Rzyz and y e V(A) and z € V(B))} (fusion)
V(C[B) :={y | (Vz,2)((Rryz and z € V(B)) = z € V(C))} (right impl.)
V(A\C) :={z | (Va,y)((Rzyz and y e V(A)) = x € V(C))} (left impl.)

Kurtonina ([5]) explores linguistic applications. W contains syntactic constituents
and Rzxyz reads as binary merger: x results from merging y with z. Thus, one
would adopt atoms np (its image under V' the collection of noun phrases), s (sen-
tences) and n (common nouns), with subcategorization encoded by implications:
np\s categorizes intransitive verbs, (np\s)/np transitive verbs, etc.

Proofs (or algebraic derivations) of inequalities A < B are intended to es-
tablish V(A) ¢ V(B) for arbitrary (&#,V). On the linguistic reading, these are
the language universals: any language categorizing an expression by A (e.g.,
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np ® (np\s), the merger of a noun phrase and an intransitive verb) must also
categorize it by B (s, as follows from the rules below). Next to the preorder
axioms (Refl, Trans) on <, the set {®,/,\} is residuated (r), with parent ® and
(left and right) residuals \,/ (the double line indicates interderivability)

A<B B<(C A B<C A®B<C
————~ Trans r
A<C B<A\C A<C/B

d<a fefl

validity w.r.t. arbitrary models being easily verified. The distinguished status of
fusion leads us to write the corresponding accessibility relation as Rg from now
on. We arrive at what is known as the non-associative Lambek calculus (NL).

Note that associativity and commutativity of ® are not generally valid in a
model, but rather depend on special frame constraints (cf. [5]):

Inequality Frame constraint (Va,b,c,y,z)

A®(B®(C) < (A® B)® C|(Rgray and Rgybc) = (3t)(Rgrtc and Rgtab)

(A®B)®C < A® (B®C)|(Rgxtc and Rgtab) = (Ix)(Rgray and Rgybc)
A®B<B®A Rgxab = Rgxba

Grishin ([3]) first suggested extending NL by a family of coresiduated con-
nectives {®, @, 0} with parent @& (fission) and left- and right coresiduals ©, @
(subtractions), mirroring {®, /,\} in <:

C<A®B C<A®B
CoB<A“ Acc<B“

Moortgat names this the Lambek-Grishin calculus (LG) in [11]. In contrast with
classical NL ([2]), LG does not internalize its duality with linear negation. Thus,
we cannot simply interpret fission and subtraction as the De Morgan duals of
fusion and implication. Instead, we have to consider frames .# = (W, Rg, Rg)
with a second accessibility relation Rg ¢ W3:

zeV(A® B) < (Vy,2)(Rgryz = (y € V(A) or z € V(B)))
yeV(C@B) < (Ir,2)(Repryz and z € V(B) and z € V(C))
2 V(ASQC) < (Fx,y)(Rgryz and y € V(A) and z € V(C))

We conclude by mentioning previous work on the proof theory of LG, motivating
our own tableau approach. First, a negative result: while Lambek ([9]) gave a
sequent calculus for NL, extending it to LG by mirroring the inference rules
sacrifices Cut admissibility.! Moortgat ([11]) instead defines a display calculus
for LG, based on the observation that (algebraic) transitivity is admissible in
the presence of (co)residuation and monotonicity:

A<B C<D A<B C<D A<B (C<D

A®C<B®D A/D<B/C AoD<BoC
AeC<Bo®D D\A<C\B DoA<COB

! Bernardi and Moortgat give a(n unpublished) counterexample with the two-formula
sequent A® (C 0 ((A\B)o(C))+ B.
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Our own approach to LG theorem proving is rather in the tradition of labeled
modal tableaux, mixing the language of formulas with that of the models inter-
preting them. Equivalently, the old “turn your derivations upside-down” trick
renders it as a labeled sequent calculus, representing by a single labeled sequent
those display sequents of [11] that are interderivable by (co)residuation. More-
over, as Lemma 34 shows, Cut-admissibility is recovered.

2 A labeled tableau calculus for LG

Fix a denumerable collection of variables z,y, z, ..., to be thought of as a set W
of resources. By a signed formula we understand a formula suffixed by -* or -°
We also speak of input formulas A®* and output formulas A°. A labeled signed
formula pairs a signed formula with a variable. Intuitively, a pair x : A® asserts
A to be true at point z, whereas y : B°® asserts B to be false at point y. We
sometimes use meta-variables ¢, ), w, using the suffix -* for switching signs: ¢*
denotes x: A°if gp=x:A*and z: A® if p =z : A°.

Tableau rules operate on boxes , understood linguistically as encoding
syntactic descriptions: phrase structure is specified by means of an wunrooted
tree ©, with I" defining a cyclic order on the words attached to its leaves. More
specifically, I" denotes a finite list of signed formulas (categorizing words) labeled
by variables found at the leaves of ©, such that ’provability’ of a box will
be closed under cyclic permutations of I'. We describe trees @ by multisets
of conditions Rgzyz, Rexyz: each variable in (a condition of) © has its own
node, any condition Rgzyz or Rgryz in O introduces a fresh node with edges
(precisely) to x,y,z, and any variable occurs at most twice.?

[Trees © |z [Rezyz [Rezyz [(©7UO") - (N(O@)UN(O"))]
- - N(O)NN(O") = {x}
zeC(O),ze HO")
Nodes N(O) {z}{z,y,z}|{z,y, 2} N(OYUN(O")
Hypotheses H(0){z}|{y,z} |{«} |(H(®)UH(O"))/{x}
Conclusions C(0)[{z}|{z} {y,z} [(C(OHYUCO")[{z}

Thus, for any such ’tree’ ©, is a box in case the hypotheses of © label input
formulas of I', whereas its conclusions label output formulas. Note that our use
of multiset difference in the definition of complex trees implies x € © only if ©
is a singleton. The purpose of such trees {z} is to guarantee well-definedness for
the concepts N(©), H(O) and C(O) w.r.t. two-formula boxes .
We shall often abbreviate (OU®O’) - (N(O)UN(O')) by 6,0 (in particular:
O,{z} = O), and similarly write I', A for list concatenation.

Labeled signed formulas are classified into types «, 3 according to Smullyan’s
unified notation:

Conditions

2 Such structures previously appeared in the literature on (non-associative) proof nets
as tensor trees in [12] and as tree signatures in [7], the latter building forth on [2]. In
[5], a similar encoding of rooted trees by means of the accessibility relation Rgzyz
was proposed for NL.
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o a(y)  oa(z)  Rayz B Bily)  Ba(z)  Rgyz
z:(A/B)° |y:B* 2:A° Rgzay| z:(A/B)* |y:B° 2z:A°* Rgzzy
x:(B\A)° |y:A° 2z:B* Rgzyz| z:(B\A)* |y:A* 2z:B° Rgzyx

z:(A®B)*|y:A* 2:B* Rgxyz|lz:(A®B)°|y:A° 2:B° Rgayz
z:(A@B)*|y:A* 2:B° Rgzayl|z:(A@B)°|y:A° 2z:B* Rgzay
z:(BQA)|y:B° 2:A* Rgzyz |[z:(BQA)°|y:B* 2:A° Rgzyx
z:(A@B)°’|y:B° 2:A° Rgxyz|z:(A®B)*|y:B* z:A* Rgxyz

Tableaux may then be expanded by either one of the following rules, of which
the second is said to branch:®

el 4] (R32,0.0' [ A,5.17, 4
«
’Rayzag‘F7al(y)7a2(z)7A‘ ’6‘F7 ﬁl(y)wp,‘ ’9"A,ﬁ2(2)7A,‘

Here, in (@), y, z are to be fresh in the current branch, whereas for (3), either
I'=gor A'=g, and

N(O)NN(®) = 2, € H(Rgyz), |e C(Rgyz),
N(Rpgyz) NN(©)={z}, and |If y[then y e C(O")|then y e H(O")
N(Rpgyz) NN(O') = {y} If z|then z € H(O) |then z € C(O)

A tableau branch ending in a box ]x\x pt T p"‘ or ]1‘\:1: p° T :p" is closed, and
a tableau is closed if all its branches are. We also say |©|I'| closes if it has
a closed tableau. A tableau for a two-formula sequent A + B is a tableau of

, called a proof of A+ B if it closes. An easy induction establishes

Lemma 21. The property of having a closed tableau (of a box) is preserved
under renaming of variables.

Say a tableau of closes via ¢ € I' if the first expansion immediately targets
¢, and let the degree of a formula A denote the number of connectives in A.

Lemma 22. Cyclic permutation is admissible: if we have a closed tableau 7 of

IQ\F,A‘, then IQ\AJ”‘ also closes.

Proof. By induction on the (combined) degree of (the formulas in) I, A.

1. ‘@‘F,A‘ :‘x‘w ptx :p°‘ or ‘Q‘F, A‘ = ‘SL"ZL‘ p°,w :p": immediate.
2. 7 closes viasome a€ I, A. Say ae ', ie., I' =1, o, "

e 17,4

‘Ray'z?@‘[‘/aal(y)an(z)?Fl’vA‘ :

Then, by the induction hypothesis, ‘Rayz, @‘A, I a1 (y), aa(z), F"‘ also closes,
so that the statement of the lemma now obtains by another a-expansion.

8 The current formulation may be considered a labeling of Abrusci’s sequent calculus
for cyclic linear logic in [1], where cyclic permutations were compiled away into the
logical inferences.
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3. J closes viasome fe I A. Le., I A=11,15,0,I1,I'5 and © = Rgyz,0,6’,
with, for example, Iy = Ay, A}, I'=11,15,6,I1,A; and A = Al:

‘Rﬁyza679,‘F13F2767F1’7A17A,1‘
011, 81 (y), I 6|1, B2(2), A, Al

By the induction hypothesis, [©'[A], I, B2(2), A4] closes, so that another
[-expansion suffices:

’Rﬁyzvéaél‘FlaAllafévﬁvrllvAl‘
‘Q‘Fhﬂl(yLFII‘ ‘QI‘A,17F27BQ(Z)7A1‘
noting that if I} # @, then A(= Ay, A}) = @.

Example 23. We have a proof of p® (r @ ((p\q) © 1)) F ¢, which served as a
counterexample to Cut elimination in an earlier sequent calculus for LG.

[e[z: (& (ro ((W\a) ©7)))* 2 : ¢°]
[Rguzv, Rgzyzly :p* u:r®,v: ((p\g) ©1)° z: ¢
[Rgzyzly:p®,z: (p\g)*, x: ¢° p

’x‘m:q‘,x:q"‘ ’y‘y:p'7y:p°‘

a(x2)
g

Example 24. We have previously understood boxes as encodings for syntactic
descriptions. We further illustrate this claim by representing the derivation of a
simple transitive clause by a closed tableau. Consider the following lexicon for
He saw Pete, consisting of a pairing of words with signed formulas:

he saw Pete
(s/(np\s))*  ((np\s)/np)®  np*

The formula (s/(np\s))* for he was proposed by Lambek ([8]) in order to exclude
occurrences in object positions. Grammaticality of the sentence under consider-
ation w.r.t. a goal (signed) formula s° is now established by a closed tableau

[Rgahz, Rezwplh: (s/(np\s))*, w: ((np\s)/np)*,p: np®,x: s°] 5
[Rewhz[h: (s/(np\s))*, 2 (np\s)*, @ : 5°]
2z (p\o)®, 22 (mpho)]

[Rguvzlu:s®,v:np®,z: (np\s)°]

B

[ulu:s°,u: s’ [v[v:np®,v:np°

We note that, in LG, nothing prevents us from coupling words with output
formulas. For example, the following lexicon would do just as well:

he saw Pete
((np\s) @5)°  (np@(np\s))° np°
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as witnessed by the tableau

[Rgyha, Rgpwylh: ((np\s) @ s)°,w: (np @ (np\s))°,p: np®, @ : s°
[Repwyly : (np\s)°,w: (np@ (np\s))°,p: np°| .
[Rguvy, Rgpwylu: s°,v:np*,w: (np @ (np\s))°,p : np®|

Rouvylu:s®svinty: ()]

‘u‘u 1% uc st

B

"U"U tnp® v np"‘

3 Soundness and completeness

Let S be a finite set of labeled signed formulas and conditions Rgzyz, Rgxyz.
An interpretation for S is a pair I = (.#,-*) with -* a mapping of the variables
occurring in S to the resources of .Z. Truth w.r.t. I is defined by

1. Rszyze S (6 € {®,®}) is true w.r.t. I in case Rsx*y*2z* in A.
2. x: A% e S is true wr.t. I if 2% € V(A) and false if * ¢ V(A)
3. y:B°eSistrue wr.t. Iif 2* ¢ V(A) and false if * e V(A)

Call S satisfiable if for some interpretation I, all elements of S are true w.r.t. I.
The following observation, made w.r.t. arbitrary I, implies Lemma 31:4

a is true < Rayz, a1(y) and as(z) are true for some g, z
B is true < Rgyz implies §1(y) or B2(z), for arbitrary y, z

Lemma 31. For any set S of labeled signed formulas and conditions Rgxyz, Rgzyz,

(a) If S is satisfiable and « € S, then for fresh y, z so is SU{Rayz,01(y), a2(2)}
(b) If S is satisfiable and 3, Rgyz € S, then so is SU{B1(y)} or SU{B2(2)}

Given a branch 6 in a tableau, collect the elements of the @, I' for each box
occurring in it in a single set Sy (save for when © = {z}). 6 is satisfiable if Sy is,
and any tableau is satisfiable if one of its branches is. Lemma 31 implies

Theorem 32. If a tableau .7 is satisfiable, and 7’ is obtained from 7 by a
single expansion, then .7’ is satisfiable.

The unsatisfiability of a closed tableau is now traced to its origin. Hence, prov-
ability of A - B means unsatisfiability of , yielding soundness:
Corollary 33. All models validate provable two-formula sequents A + B.

For completeness, it suffices to show that we can simulate algebraic derivations:
A<C/B CoB<A
A<B ==

%Tmns A®B£C’T C<A®B Z:
B B<A\C = ASC<B

A<a lefl

* These conditions are easily seen to be classically equivalent to those provided in §2.
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7

already shown complete in [6]. That, for any A, a closed tableau of E

exists is a simple induction on A’s degree. The following lemma tackles ( Trans).

Lemma 34. The following expansion (bivalence) is admissible for closed tableaux

1 and 5 of]@\l’,qﬁ,]”" and ]8'\A,¢l,A"

0,6 A, T, A
B
O[9I [07]A, ¢4, A

provided N(O)NN(O') = {u}, u being the label of ¢, ¢*, and I' =@ or A’ = @.

Proof. We proceed by induction on the degree of Iy A, I, A’ ¢.

1. One of [O[I',¢,I"] or [@"]A,¢*, A'| equals [z]z : p®, x: p°| or [x]z:p° 2 :p®
Immediate, save for cases like the following, where we apply Lemma 22.

Bl

B
Olu:p®, I |ufu:p® u:p°

2. 7 does not close via ¢. Suppose 73 closes via a. For example, I' = Iy, o, I':

0,0, 0,11, A, T, A

B
Ol 17,6, I

«
‘RayZ:Q‘FLal(y)aa2(2)7F{7¢7F,‘

Permuting B over « reduces the induction measure:

0,0 ', o, I{, A, T", Al
a
‘Rayz,@,@"Fl,oel(y),ag(z),f‘l’,A,F',A" B
[Rayz, O, cu(y), a2(2), 11,6, I [0]A,¢", A

Otherwise, 7 closes via 3. For example, I" = I'1, I», 3,17 (in which case A’
must be empty), I = I'{', I’y and © = ©1,04:

‘Rﬂyz7917@27@,‘[‘17F2aﬂaF1’7AaF1"5FQI‘
’Rﬁyza91792‘F17F2>ﬂ7F1,7¢;F1"7F2,‘
‘@l‘rlaﬂl(y)vpll7¢vrll" ‘@2‘[‘2752(2)7[‘2"

Permuting (B) with (/) reduces the induction measure:

’Rﬁyzv917@27@,‘F17F2:ﬂ7‘p{7A7F{,7F2,‘

OLONL AW LAY

’91‘F17ﬁ1(y)7p{7¢7plu‘ IQI‘A’QSL‘

3. 5 does not close via ¢*. Similar to case (2).

g
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4. 7 and % close via ¢ and ¢* respectively. Say ¢ is a 3, in which case ¢ is
an o. Then © = Rgyz,01,09, I'=11, Iy and I'" = I, Iy:

‘Rﬁy27@1;@278,‘F17F27A7F1’7F2,7A,‘

B
’ngz,61,62‘1—‘1,]—‘2,5,]_‘1,,[‘2,‘
[0
‘@l‘Fhﬁl(y)aFl,‘ ‘92‘[‘2762(’2)’[’2,‘ ‘Rayz,9"A,a1(y),a2(z),A"

We invoke the induction hypothesis twice by replacing with B-expansions on
B1(u),a1(u) and B2(v),as(v), each of lower degree:

‘Rayz>@178279,‘[‘7 FQaA7F1,’F2,7A,‘

B
[Rayz,02, 0|15, A, a1 (y), I3, A
03], 32(2), I3 [Rayz, 0']A a1(y), az(z), A']

Simulation of transitivity immediately follows. Lemma 34 also applies in showing
(co)residuation derivable. For example, suppose we have a closed tableau of
‘z‘z :C%z: (A B)°“ Then for some (fresh) y, ‘y‘y (A C)y: B°‘ also closes:

Yly: (A C)y: B
‘R@zxy‘x:A",z:C',y:B" 5

[Rgzayl|z: A° z: (A®B)*,y: B° 2]z:C*,z: (A® B)°|
lyly:B*,y: B° a]w: A% x: A°

The above observations imply
Theorem 35. The tableau method for LG is complete.
The following is now an easy consequence of the subformula property:

Corollary 36. LG conservatively extends NL.

4 Lambek-Grishin grammars are context-free

We use our tableau method to establish context-freeness of Lambek-Grishin
grammars. Following the strategy laid out in [13] and [4], we rely on an interpo-
lation property proven in Lemma 41.

By an LG grammar ¢ we shall understand a tuple (<7, L, g©) consisting of: a
set of words o a lexicon L mapping words to (finite) sets of signed (!) formulas;
and a signed atomic goal formula g© (& € {e,0}). The language £ (¥ recognized
by ¢4 we then define by the set of lists wy,...,w, of words w; € & (1 <i<n)
such that, for some A®! € L(wy),..., A" € L(w,) (O1,...,0n € {e,0}) and
tree O, @‘xl PAPT L x, t AST go‘ closes.
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We proceed to show context-freeness of LG grammars. Recognizability of
context-free languages is a consequence of Kandulski’s results for NL and Corol-
lary 36. Our strategy for showing that every LG grammar also has an equivalent
context-free grammar follows closely that of [4], inspired in turn by [13]. We first
prove an interpolation property for our tableaux.

Lemma 41. Suppose closes s.t. N(O)NN(O') = {u}, and the
variables in I" and I'" (A) draw from © (©'). Then for some ¢ = u : C°, with
& € {e,0} depending on whether u € H(O) or u € C'(0), and with C a subformula
of (a formula in) I, A, I, @‘F,(b,l“" and ‘@"A,(ﬁl‘ close.

Proof. We refer to ¢ and C interchangeably as the witness for A (borrowing
terminology from [4]). We proceed by induction on the degree of I, A, I'. If
S = is already of the form ‘u‘u:p',u :po‘ or ‘u‘u :po,u:p", take
C = p. Otherwise, the tableau .7 for S closes via some % in I', I or A.

1. pe A If Y =a, A=Ay, a, Ay with F taking the form

IQ,QI‘F,Al,OZ,AQ,F"
«
‘Rayzagv@,‘FvAlval(y)7a2(z)7A2>F"

Apply the induction hypothesis to obtain a witness w for Ay, a1 (y), as(z), Ag,
ie., ‘@‘F,w,l”‘ and ‘Rayz,@"Al,al(y),ag(z),Ag,wL‘ close. We can take

¢ = w. Indeed, we obtain a closed tableau for by an a-

expansion:

a
[Rayz, 0'[A1, a1 (y), aa(2), Ay, w?|

If ¢ = 8, we must consider two subcases. If A = 1, then @' = {u} and
we may take ¢ = 1. Otherwise, @' = Rgyz,01,02 (N(O1)NN(O2) = &,
N(©1)NN(Rgyz) =y and N(O2) NN(Rgyz) = {z}), and either ue N(6y)
or u € N(6s3). In the former case, A = Ay, Ay, 3, Az with 7 taking the form

’Rﬁyz7@7@17@2‘1—‘7A17A2757 A37F,‘
0,61[1, Ay, 51 (y), A3, I [62]42, 82(2)]

Apply the induction hypothesis to find a witness w for Ay, 31(y), As, i.e.,
so that ‘Q‘F,w,F" and ‘@1‘A1,Bl(y),A3,wL‘ close. We may take ¢ = w.
Indeed, a closed tableau for ‘81792‘A1,AQ,ﬁQ(Z),A:;,LUL‘ is found after a
[-expansion:

01,02 A1, Ay, B2(2), A, w]
01|41, 81(y), Az, w'| 03]4y, 52(2))
If instead u € N(O2), then A = Ay, 3, Ay, A3 and 7 takes the form
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‘61762‘[" AlaﬁZ(z)7A27A37F,‘
61]81(y), A 0,0,]I, Ay, Ba(2), A, I

B

This time, apply the induction hypothesis on ’@, @2‘1—‘, Aq, B2(2), As, F".
2. 1 € I'. The case where 1) = « is easy (similar to when ¢ = @ € A). So suppose
Y =0.1f I'=1, then O = Rgyz,01,02, A = Ay, Ay with 7 taking the form

[Rpyz,601,02]0, A1, Ay
01]51(y), A4 0:]82(2), As]

Note that I'" = @ as u ¢ N(©1) UN(62), so also © = {u}. Evidently, we
may take ¢ = ¢b. Now suppose © = Rgyz, 01,602 with N(©1)NN(O2) = &,
N(©1)NN(Rpyz) = {y} and N(O2) NN (Rpyz) = {z}. We must consider
the cases u € N(©;1) and u € N(63). We consider the former, the latter
being handled similarly (although then I'" = @). Now I" = Iy, 15,3, 3 and
I'" = I, I such that .7 takes the form

‘Rﬁyzv@136239"F13F2»67F37A7F1’7F2,‘
01,0]I1, 81 (y), I'5, A, T 0:]1%, 32(2), I3

and we may apply the induction hypothesis on ‘81,@‘F1,ﬁ1 (y),Fg,A,Fl"
to find an w for which ‘@1‘F1,61(y),F3,w,F1" and ‘@"A,wﬂ close. We take
¢ = w. Indeed, we find a closed tableau for ]Rﬂyz, 64, @2‘[‘,&)7 F" as follows:

‘Rﬁyz7QlaQZ‘F17F27ﬁ7F3aw7FII’FZI‘
611, 81 (y), [3,w, 1] 02]1s, B2(2), I3

3. ¢ € I". Similar to the previous case.

Lemma 42. For T a set of formulas, closed under taking subformulas, define

LGrp =g {S =z :c:A',BO‘ | A,BeT & S closes}

U {S=lz]z:B°x:A°]| A, BeT & S closes}

U {S=|Rgayz|ly: A®,z:B*,x:C°|| A,BeT & S closes}
U {S=|Rgayz|z:C°y: A% z:B*|| A,BeT & S closes}
U {S=|Rgryz|z:B*,x:C°y:A*|| A,BeT & S closes}
U {S=|Rexyzly: A% z:B°,x:C*|| A,BeT & S closes}
U {S=|Rgayz|jz:C*y:A° z:B°|| A,BeT & S closes}
U {S=|Rgayz|z:B°x:C*y:A°|| A,BeT & S closes}

Now suppose closes with all formulas of I" in T. Then has a tableau
whose branches end in members of LG7r and with the following instance of
bivalence (B) as the sole type of expansion, provided I" is not empty.

B
elner  [e14.¢]]
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Proof. By induction on the cardinality of ©. In the base case, @ equals {z},
{Rgxyz} or { Rgzyz}, and € LG by definition. Now suppose © = O, 05,
N(©1)NN(O3) = {u}, both ©1 # {u} and Os # {u}, I' = I'1,I», I3 and the
variables in Iy and I3 (I3) draw from ©; (62). By Lemma 41, there now exists

¢ with label u s.t. ]91\F1,¢,F3‘ and ]62\1”2,(#‘ close. We can assume I3 is not

empty, as otherwise we could have picked I for instantiating A in (B) as opposed
to I's. Since the cardinalities of @1 and @5 are strictly smaller than that of @1, 04
(as O3 # {u}), the induction hypothesis applies to ‘91‘1“1,@25,1“3‘ and ‘82‘F27¢)L ‘
The statement of the lemma obtains after another application of (B).

Theorem 43. For every LG-grammar ¢, Z(¥) is context-free.

Proof. Suppose we have an LG-grammar 4, = (<7, L, g°). Refer by T to the set
of formulas in the range of L, closed under taking subformulas. We now construct
the following context-free grammar %: its set of terminals coincides with 7; its
nonterminals are specified by {A® | A € T} U{A° | A € T}; its start symbol is g+
for &1L =eif & =0 and &L =0 if & =e; and its productions are given by

{B®* > A* ||z|z: A®,x: B°|e LG1}
U{A° > B°||z|z:B° z: A*|e LG}
U{C* > A*,B* | |Rgzyzly: A*,z: B*,x: C°
U{B° - C° A* ||Rgzyz|z:C°,y: A® z: B*
U {A° > B*,C° | |Rgayz|z: B*,x: C°y: A®
U{C° - A°,B° | |Rgayz|y: A°, z: B°,x:C*®
U{B*—> C* A° ||Rgzyz|z:C*y: A° z: B°
U {A®* - B°,C* | |Rgzyz|z: B°,x:C®,y: A°

U{A*>w|wed, A®e L(w)}
U{4A°>w|wedl, A° e L(w)}

We claim ¢ and % recognize the same languages.

— Going from left to right, assume % recognizes wy,...
A e L(wy),...,AS™ € L(w,) and O, S = ‘@‘xl D AT

closes. We claim g%+ —* A?l, LA
follows from an inductive argument on the tableau of S constructed by

Lemma 42, proving that if ‘9‘% Iqu, -

on

n

€ LGT}
S LGT}
€ LGT}
€ LGT}
€ LGT}
€ LGT}

,Wy. Then for some

eyt AS™ 2 g

and hence g9t =* wy,...,wy,. This

yYm ¢ B<>,m

m

Y BQ" closes, then

BO'L B?ll, el Bfg'm. The base cases follow from the construction of %,
while the sole inductive case depends on the transitive closure of —*.

— Conversely, suppose g+ —* wi,...,w,. Then, by the construction of %,
gt - AP A" for some AP € L(wy),. .., AS™ € L(w,,). Since all pro-
duction rules involved draw from elements of LGy, a straightforward induc-

tive argument constructs a closed tableau Ofle‘ml D A7 T

LTyt AS" 1 g

for some © using B-expansions, and we remove the latter one by one from
bottom to top through repeated applications of Lemma 34.

In [11], a slightly different notion of LG-grammars is used. Stated as a special
case of our grammars ¢ = (<, L,¢), & is fixed at o and the range of L is
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restricted to signed formulas A®. Moreover, the language .£ (%) recognized by ¢
now reads as the set of lists wy, .. ., w,, of words s.t. for some A} € L(wy),..., A} €
L(wy) and tree ©, S = [Ozy: A},... @, : A}, : g°| closes, provided © lacks
conditions of the form Rgxyz. Note, though, that the latter kind of conditions
may still appear further down in the tableau for S. In particular, A4,..., A, may
freely contain connectives from the coresiduated family {®,®,O}. Seeing as the
above definitions constitute special cases of ours, context-freeness is preserved.

Acknowledgements. This work has benefited from discussions with Michael
Moortgat, Jeroen Bransen and Vincent van Oostrom, as well as from comments
from an anonymous referee. All remaining errors are my own.
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Inquisitive Semantics and Legal Discourse

Martin Aher

University of Osnabriick

Introduction

Many authors in argumentation theory and linguistics have recognized the im-
portance of studying the language of law, albeit few researchers have investi-
gated the semantics and pragmatics of law within precise logical frameworks.
One might mention deontic logics as a notable exception and an example of how
the use of language in law is both an interesting area for reflection on language
itself and the manner in which legal discourse is inextricably connected with
ordinary language use.

Previous formal accounts of legal discourse have often been reductive, re-
interpreting utterances as the force of their speech act. For example, Arno Lod-
der, in his PhD thesis[Lodder, 1998]|, attempts to model legal discourse with the
use of only four conversational “moves.” These are claims (assertions such as “He
is guilty.”), questions (understood as rejections of claims, such as “Is that true?”),
withdrawals (changing one’s mind) and acceptances of the claims of others. It
is true that participants do make assertions and utter other speech acts, yet it
might be interesting to attempt to model legal discourse closer to the textual ac-
count. For example, one could attempt to model all uses of questions uttered in
legal discourse, not merely the ones that cast doubt on assertions. Furthermore,
assertions and their acceptances can be captured in semantics and pragmatics
using the stalnakerian notion of common ground. One such framework is Inquis-
itive Semantics|Groenendijk and Roelofsen, 2009] and this paper explores the
feasibility of utilizing it for modeling legal discourse.

A yet untapped corpus of natural language examples for the analysis of legal
discourse can be found in the public and accessible World Trade Organisation
(hereafter referred to as the WTO) panel reports, an international trade law
equivalent of legal opinion papers or court rulings. These panel reports are sum-
maries of legal discourse conducted mainly via letters between the country that
brought the complaint to the WTO (hereafter the complainant), the respondent
and the panel itself, a group of judges called the appellate body panellists. For
our purposes, we can consider the complainant, the respondent and the panel
as three interlocutors in a dialogue, and this is also the format that the panel
report mimics. Yet, a reported interpretation of written communication differs
from spoken dialogue in many ways and this should be kept in mind during
the analysis. The crucial added value of using panel reports to study the in-
terpretation of disjunction is that each utterance is followed by a reaction by
the intended addressee which provides the analyst with valuable subjective data
about how to interpret utterances in context.
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The Example

Disjunction is a core notion for inquisitive semantics which makes it appropriate
to investigate an example that gravitates around disjunction for possible dis-
crepencies.! A legal dispute is complex and shrouded in legal terminology but
perhaps the following elucidation will provide the background information neces-
sary for the interpretation of the examples.? The banana dispute discussed here
stems from the fact that the complainant can produce bananas cheaper than
the respondent and so the respondent’s bananas are no longer being sold. The
respondent reacted by placing a tax on all bananas but exempted his own. Yet,
the respondent also provided a way to avoid the tax. If one buys the respondent’s
bananas and then sells them within the respondent’s country for profit, one will
be allocated licences that exempt them from the tax because they will be consid-
ered to be inside the “tariff quota.” The complainant finds this unfair as selling
under the “tariff quota” still reduces his profits because he needs to first buy
more expensive bananas instead of directly selling his own cheaper ones. This
status quo led to the following exchange between the complainant, respondent
and the panel of judges.

Ezample 1. Complainant: “[the respondent is| inconsistent with Article 111:4
of GATT because this licence allocation amounts to a requirement or incentive
to purchase [the respondent’s| bananas”

Ezample 2. Respondent: “[the respondent] does not force any trader to pur-
chase any quantity of [the respondent’s| bananas”

Before providing the reaction of the panel, one should note that the panel is
here understood as a single interlocutor over several disputes and panels. The
principle of jurisprudence establishes that panels must be aware of prior panel
reports and would need to explicitly mark uttering a statement that is inconsis-
tent with what has been decided in a prior panel report. This is very similar to
how a person would need to mark changing their opinion. Yet, if a prior panel
has uttered something relevant, it needs to be explicitly brought to the atten-
tion of the interlocutors of the current dispute. This is what they do when they
remind the complainant and respondent of the following. (All subsequent quotes
came with the voice of the panel but they merely restated a prior panel report.)

Example 3. Panel: “operators wishing to increase their future share of bananas
benefiting from the tariff quota would be required to increase their current pur-
chases® [of the respondent’s bananas.]

! Merely the relevant sections are more than four pages long, so I shall constrain the
examples to the bare minimum.

2 This summary attempts to avoid taking the side of either interlocutor and will thus
probably annoy both. Apologies.
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Ezample 4. Panel: [quoting the relevant GATT article II1.4] "The products of
the territory of any Member imported into the territory of any other Member
shall be accorded treatment no less favourable than that accorded to like prod-
ucts of national origin in respect of all laws, regulations and requirements affect-
ing their internal sale, offering for sale, purchase, transportation, distribution or
use."

Ezample 5. Panel: “this obligation [described in 4] applies to any requirement
imposed by a contracting party, including requirements ’which an enterprise
voluntarily accepts to obtain an advantage from the government”’

Ezample 6. Panel: “The Panel then proceeded to examine the [respondent’s]
licensing scheme in the light of the incentive provided”

Ezample 7. Panel: “In the view of the Panel, a requirement to purchase a do-
mestic product in order to obtain the right to import a product at a lower rate
of duty under a tariff quota is therefore a requirement affecting the purchase of
a product within the meaning of Article III:4”

The panel took note of the utterances of the complainant and respondent and
found that the complainant’s case was justified. The manner in which they rea-
soned was not by utilizing the language of acceptances and rejections that one
would expect if the utterances were to be reduced to their speech acts. In fact,
they provide an account which accommodates the positions of both the com-
plainant and respondent and builds on these. It has thus become expedient to
now introduce the relevant elements of the framework of inquisitive semantics
to determine the feasibility of modeling the preceding exchange.

Inquisitive Semantics and Pragmatics

The following is merely a brief overview of the notions from inquisitive semantics
and pragmatics that are needed for the following analysis. At the core of inquis-
itive semantics lies an innovative account of disjunction in which uttering the
following does not merely assert the fact, but also raises an issue.[Groenendijk
and Roelofsen, 2009]

Example 8. It is raining or snowing.

Inquisitive semantics couples the notion of informativeness with that of inquisi-
tiveness so that the effect of uttering (8) becomes twofold. Firstly, it eliminates
possible worlds that are incompatible with the utterance, in this case the world
where "it is not raining and it is not snowing." This can be called the infor-
mative content of disjunction. Yet, disjunction also provides two possibilities,
modeled as sets of possible worlds, to account for the fact that the interlocutor
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is requested to choose between the alternative disjuncts. This choice provides the
inquisitive content of the utterance. As disjunction in inquisitive semantics also
raises an issue, questions can be modeled via disjunction in the semantics, rather
than in a separate syntax. For this, Radical Inquisitive Semantics[Groenendijk
and Roelofsen., 2010] defines the notion of counter-possibilities which captures
the negative responses for a proposition. For example, "Is it raining?" could
be modeled as p V +p to represent the possibility that it is raining and the
counter-possibility that it is not. Inquisitive Semantics also provides for non-
inquisitive uses of disjunction, for more on this see [Mascarenhas, 2009; van
Gool and Roelofsen, 2009].

Inquisitive semantics also provides a stalnakerian pragmatic account. (8) pro-
vides us with an example that is generally uttered in the context of informa-
tion exchange which is widely considered the standard context of language use.
Within inquisitive semantics, the aim of interlocutors is to enhance the common
ground which might enhance the information that an individual interlocutor
possesses or bring awareness of the common ground to all interlocutors so as to
facilitate coordinated action.

Each conversational participant has an information state that embodies what
the participant takes to be the case. An information state is represented in the
traditional way by a set of possible worlds or, in other words, ways in which
the participant can imagine the world to be. If the set is empty, the information
state is inconsistent. Once the participants exchange inquisitive and informative
statements, they shall establish common ground.[Stalnaker, 2002, 1978]

When an interlocutor utters a statement, he or she proposes to update the
common ground with the information or alternatives in the statement. An infor-
mative update provides information about how the world is and thus eliminates
possible worlds from among the possibilities in the common ground. An in-
quisitive update would provide possibilities between which an interlocutor may
choose. Groenendijk and Roelofsen propose that in pragmatic dialogue manage-
ment, an utterance does not immediately update the common ground; instead,
the hearer must either directly or indirectly accept or support the statement.
|Groenendijk and Roelofsen, 2009] If an update with an utterance would be
contradictory with what the interlocutor is aware of knowing, an explicit cancel-
lation is required to maintain the common ground. [Groenendijk and Roelofsen,
2009, p. 12] Through accepted updates, the common ground ultimately grows in
information and shrinks in terms of the number of possible worlds it embodies.

The coherence of discourse is governed by the principle of compliance, which
judges the relatedness of utterances to one another. There are two ways in which
a subsequent utterance can be compliant with an initiative. It either partially
resolves an issue, which happens when it provides information, or the following
utterance provides a sub-question that would be easier to answer.? For example,

3 Easier to answer is taken to mean that the sub-question would provide a partial
answer and that all information states that support the original question also support
the sub-question.
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the way in which to be compliant with a question, or a hybrid such as disjunction,
is either to assert an answer or to pose a sub-question.

The purpose of (8) is to provide the interlocutor with a choice between dis-
juncts. Yet, the interlocutor may disagree with the proposed update, negating
the disjunction as a whole. To do so, one is required to negate both disjuncts. In
fact, uttering merely the negation of one of the disjuncts has quite the contrary
meaning. It would allow one to establish, via inference, that the other disjunct is
true. The rationale behind this is that (8) was uttered by someone who had good
reason to establish that either or both of the disjuncts is the case. The negation
of one disjunct does not negate the disjunction and thus provides, by default, an
acceptance of the proposal to update the common ground. This establishes the
grounds to use the original disjunction and the negation of one disjunct as two
premises for establishing the remaining disjunct via elimination.

Discussion

This section sketches a possible way of modeling the way in which the panel
resolved the dispute. As inquisitive semantics is still in a developmental phase
with new additions published quarterly so this paper needs to be constrained
to merely highlighting the promising aspects and likely points of contention of
using inquisitive semantics to model legal discourse.

Please recall the example in which the complainant used the disjunctive (1)
to accuse the respondent of maintaining a discriminatory requirement or an
unfair incentive. For simplicity, let p stand for the proposition that “this licence
allocation amounts to a requirement to purchase bananas” (hereafter referred
to simply as “requirement”) and ¢ for “this licence allocation amounts to an
incentive to purchase bananas” (hereafter referred to as “incentive”). In this case,
the relevant utterance has the form p Vv ¢.* The entire utterance was intended
to establish an implication relation from the disjunction to the proposition of
“being inconsistent with Article II1.4”. This could be captured in the following
manner: pVvg—r.

If the complainant is successful and the complaint is accepted into the com-
mon ground the respondent will incur some disadvantages. Assuming that the
respondent will try to avoid these, we could predict that they shall negate the
disjunction as a whole. But this is not what they do, probably because they are
limited by the maxim of sincerity|Groenendijk and Roelofsen, 2009, p. 18] or,
in Gricean terms, the maxim of Quality|Grice, 1989, p. 27-28], to only uttering
statements supported by their own belief state.

The most salient intepretation for the response in (2) is that it negates the
disjunct “requirement” or, in other words, it has the effect of uttering —p.5 One
would expect that the judges of the panel have their task made easy by the

4 Due to the length of the paper, metalinguistic and other possible uses of disjunction
are not taken under consideration in this paper.

5 A less plausible interpretation would be that the respondent utters no response to
the disjunction, marked by the use of the lexically different “force.”
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respondent. If one utters p V ¢ and another utters —p one could immediately
utter something of the kind: “then ¢ is the case” and claim that there is no real
dispute as the respondent seems to have accepted the disjunction and negated
only one disjunct. As we discussed earlier, when a disjunction is accepted and
one disjunct is eliminated, the other disjunct can be established in the common
ground. Yet, inquisitive semantics provides an analysis that takes into account
that the disjunctive was part of the antecedant of an implication which provides
a different interpretation.

The following analysis rests on the assumption that the entire process is
directed at resolving the issue ?r or whether the respondent’s licence allocation
system is inconsistent with the relevant article of legal text. Thus, and this is
a possible point of contention, any complaint is going to be interpreted by the
panel as an issue formed of the proposition and its counter-possibility. This
can be modeled using inquisitive semantics as (p V q¢) —7r or, equivalently, as
(p —=?r)A (g —7r). Assuming that the respondent understands this, the utterance
of =p can be seen as rejecting the question behind the p —7r as the supposed
antecedant could not be the case. This reduces the complex issue to ¢ —7r. The
text of article I11.4 does not lexically specify “incentives” which provides for hope
that no implication from incentives to inconsistency will be found.

It is notable that the the complainant and respondent play no further part
in the exchange but the panel makes several utterances. If the issue were, for
example, “Is it raining?” then one would expect a straightforward answer that
picked whichever alternative is supported by the belief state of the utterer. Yet, a
panel seems to be unable to provide a verdict based on merely a belief, it must be
derived from accepted facts. Thus, the panel does not utter r or —r but instead
attempts to reach either alternative via a process of eliminating possible worlds
through a sequence of utterances. The entire process is not straightforwardly
predicted by the notion of compliance as providing the process of reasoning is
overinformative, yet the reasoning itself utilizes the familiar modus ponens.

The panel’s first utterance (3) establishes that an “incentive” is the case
because one must increase the amount of bananas purchased from the respon-
dent or face a tax. At this point, the panel does not conclude the case solved
even though they have established ¢ which is in itself sufficient to find the com-
plainant’s p V ¢ to be the case.” Instead, onse should recall that the disjunction
was uttered with the intent of resolving ?r and for this it becomes relevant to
investigate ¢ —7r.

The panel then utters (4) to note that article I11.4 makes no explicit mention
of “incentives,” but it does explicitly list “requirements.” This has the effect of
uttering p — r but it also suggests that there is no textual reason to provide

6

5 The wording is complex but the panel reinforces the reading of 3 by soon afterwards
uttering 6.

7 This is reinfoced by a separate panel report: “panels are not required to make a
finding on every claim raised, but rather panels may practise "judicial economy"
and make findings on only those claims necessary to resolve a dispute.”[Summary of
DS33]
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a link between ¢ and r. Without introducing new variables, the panel has the
remaining issue of whether there exists a relation from “incentives” to “require-
ments.” This issue is reinforced by the use of “to require” in (3). The panel finds
in (5) that providing an “incentive” to accept some “requirement” can still be
referred to as establishing a “requirement.” The idea behind this reasoning is
that to qualify for the advantages which provide an incentive, one must accept
a requirement. Or in this case, to avoid the tax imposed by the respondent,
the complainant must meet the requirement of purchasing some bananas from
the respondent. Once requirements can be understood as something that one
voluntarily accepted, the difference between “requirement” and “incentive” dis-
solves. Whenever an incentive is the case, a requirement must also be the case.
This is what the panel also makes explicit in an introductory paragraph to the
conclusion (6).
In brief, one can sketch the panel’s actions as the following:

Complainant pVq (1
Respondent —p (2
Panel qg (3
Panel p—r(4
Panel qg—p (5
Panel p,r (7

— —

Conclusions

This analysis cannot be considered exhaustive and its contribution relies mainly
in highlighting the advantages of using semantics and pragmatics in the pro-
gramme of modeling legal discourse. The sketched model captured most parts
of the discourse. It also brought into focus two aspects of legal pragmatics that
require careful consideration and further analysis.

Firstly, the initial statements of the complainant and respondent do not seem
to have the same discoure effect as they would in other contexts. The crucial
point here is that the panel was directed at the resolution of whether there existed
an inconsistency with article I11.4. This could have been part of the effect of the
respondent’s reaction yet it could also be a feature of the context that the panel
exists to determine whether such inconsistencies exist. Furthermore, if we were
to say that the respondent produced the utterance —p then one must account
for the fact that the respondent could not reject the final conclusion of p in (7)
from entering the common ground.

Secondly, the panel’s response to the dispute was, under the notion of compli-
ance, overinformative as it did not merely answer the issue at hand but produced
the entire reasoning process which consisted of utterances that were not directly
compliant (although entirely relevant) with the aim of resolving the issue ?r.

As to the feasibility of modeling legal discourse with inquisitive semantics
and pragmatics, this limited analysis found no major obstacles.
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Fictional Names
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When you and I recollect the content of Dostoyevsky’s The Brothers Karamazov we
could say:

1. Aleksey Karamazov is a likeable young man.

I assume that reports about the content of a fictional story are best understood as implic-
itly prefixed by an intensional operator F, which makes the proposition expressed by (1)
true if it is part of the story content. Hence, (1) is of the more complex form ‘It is part
of the fiction that S’. Fictional truths are those that have been explicitly stipulated by
the author in story-telling or those that are implicitly derivable from the explicit truths
of the story!. I also assume that fictional names are referential expressions, even though
they do not refer to anything, because there exist no fictional entities. It is a widespread
view among referentialists that an utterance of a sentence containing fictional names that
do not refer does not express any proposition. An original referentialist view has been
advanced by so-called gappy proposition theorists such as David Braun (2005). I will
show the drawbacks of Braun’s proposal and defend a new version of gappy propositions
as structured intensions with lexical items as relevant aspects of their truth-conditional
content.

Sentences have syntactic structures that are given by the output of a transforma-
tional grammar and are usually called Phrase Structure Markers (henceforth PSMs).
PSMs that are the objects of semantic interpretation are also called logical forms. There
are two ways in which philosophers can think of PSMs: i) as the output of a transfor-
mational grammar; ii) as the output of a transformational grammar with lexical items
inserted in it. (i) is certainly an adequate way of thinking of logical forms in general.

But, as I will argue in what follows, (ii) guarantees a more adequate account of the

mportant aspects of the notion of truth in fiction such as the mechanisms of derivation of implicit

fictional truths would exceed the aim of this short paper and will be therefore left out of the discussion.
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structure of an ordered set together with lexical items:
l.a [g[np Aleksey Karamazov| [y p is a likeable young man]|
An interpreted PSM is a corresponding ordered set with expressions replaced by in-

2. Names constitute an exception because, coherently with referentialism, the

tensions
semantic interpretation of a proper name assigns it a fixed individual entity. Fictional
names, however, have no referents. So, an interpretation of (1.a) is the following gappy
proposition where g (the gap) is a dedicated element of the universe and M is the in-
tension of the predicate expression:

Lb [s[NP Gaicksey Karamazov) [VP Mis a likeable young man)]

On this account structure, lexical items and semantic values are all different aspects of
the truth-conditions of (1). (1.b) is a structured proposition together with its linguistic
mode of presentation.

Now, let me motivate my choice of endorsing option (ii) with the following brief ar-
guments. David Braun (2005) put forward a view under the name of gappy-proposition
theory that assumed option (i), namely PSMs without lexical items. On this view we
have the following problems. First, (1) and (2) express exactly the same structured
proposition, yet they seem to say different things:

1. Aleksey Karamazov is a likeable young man.

Lb* [s[np g] [vp M]]

2. Smerdyakov is a likeable man.

2.b [s[np g] [vp M]|
Apparently, (1) says of Aleksey that he is a likeable man, while (2) says of somebody
else, Smerdyakov, that he is a likeable man. Of course, this is only true in the fiction.
There are no fictional individuals. Second, as a consequence of this, (1) and (2) would
amount to the same fictional truth. And yet, we would like to say that (1) is fictionally
true, while (2) is not part of the story content and hence it is false. Third, readers of
The Brothers Karamazov would certainly assent to (1) as a correct report of the story
content, while they would reject (2) as a misreport. Smerdyakov is not pleasant at all,
in the story he is sullen and morose. So, the gappy proposition theory built on option (i)

cannot explain the rationality of a speaker assenting to and denying one and the same

20n similar views of structured intensions see for instance Lewis (1972) and Richard (1990) among

others.
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a subject can have towards the same propositional object. In the present case, Braun
would have to say that when assenting to (1) a speaker imagines the gappy proposition
(1.b*) in an Aleksey-ish way, whereas when denying (2.b) the same speaker imagines the
same gappy proposition, but in a Smerdyakov-ish way. But even so, as long as speakers
can assent to and deny one and the same content, their rationality cannot be preserved.
Therefore, Braun’s solution is no solution at all.

A gappy proposition theory like the one I am defending that is built on option (ii)
does not incur in the same problems (in fact, it rather solves them by adding lexical
items as linguistic modes of presentation of different fictional individuals). But it may
face at least two further difficulties. The first has to do with the notion of same-saying.
There is a clear sense in which we would produce exactly the same correct report when
uttering (1) and (3):

3. Alyosha is a likeable young man.

In Russian, ‘Alyosha’ is one of the diminutives (together with ‘Alioshka’ and ‘Liéshechka’)
of ‘Aleksey’. So it seems that there is a sense in which (1) and (3) say exactly the same
thing (as would ‘Alioshka is a likeable man’ and ‘Liéshechka is a likeable man’). And yet
if we include the expressions ‘Aleksey’ and ‘Alyosha’ in the proposition as two different
names of the same individual (although only fictionally so), there may be no same-saying
in this case. The problem becomes more cogent when it comes to the related topic of
translation. The fictional report in (1) expressed in English can be translated into Italian
as:

4. Aleksej Karamazov € un giovane piacevole.

(1) and (4) must share a common content to be translated in the different languages,
but their linguistic modes of presentation are clearly different. To maintain option (ii)
and give an appropriate answer to these puzzling aspects, Id like to introduce an original
way of individuating names.

There are two alternative metaphysical conceptions of words that Kaplan (1990) has
called the orthographic and the common currency conception. The common currency
conception presupposes a principle of continuity in accordance with which a word retains
its identity through processes of change (corruption and translations) along the history

of its uses. I propose to individuate a name through the history of its uses (or, what
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using practice is individuated by the first act of introduction of the name into public
language. In particular, a fictional name is introduced by the author of fiction with no
intention to refer, but only to pretend to refer to something. By reading the story, pro-
ducing reports and critical judgments, the name is passed from the author to his readers
in communication chains where each utterance is causally linked to the original source.
I hypothesize that the individuation of the lexical items of logical forms takes place in
what John Perry (2001) theorized as presemantic uses of context where context provides
information for identifying an utterance, i.e. which words, in which language, with which
syntactic structure and even with which meanings they are used. We can distinguish
‘Aleksey Karamazov’ from ‘Smerdyakov’ not because they are orthographically different
names, but because their uses are linked to different name-using practices originated by
Dostoyevsky’s introductions in his storytelling. And we can identify ‘Aleksey Karama-
zov’, ‘Alyosha Karamazov’, ‘Aleksej Karamazov’ etc. as one and the same name because
they are all causally linked to the same first act of stipulative introduction and they are

all constrained (and sustained) by the same name-using practice.
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Implicit Arguments in Minimalist Grammars

Walter Pedersen

McGill University

1 Introduction

This paper is concerned with a particular widespread phenomenon in natural
language, the presence of implicit arguments. Very roughly, an implicit argument can
be said to be present in a sentence when a word expressing an n-ary relation appears
with fewer than n phonologically-overt syntactic arguments. While this definition
embraces a diverse array of phenomena such as null subjects and subjects of
infinitives in control constructions, we shall here limit ourselves to considering
implicit complements in simple transitive sentences. For example, the verb eat
expresses a relation between an eater and a thing eaten, yet the latter may be left
unexpressed, as in the sentence Godzilla ate. Implicit complements pose a challenge
for any formal grammatical theory. Their distribution is for a large part idiosyncratic
and lexically-based. Furthermore, we can distinguish a number of distinct types of
implicit complements based on their interpretation and distribution.

The goal of this paper is to show how implicit complements can be incorporated
into a minimalist-style grammar, which is a type of grammar in which lexical features
play a primary role in building syntactic structure. The general attributes of
minimalist grammars were first proposed in Chomsky [2]; some of these ideas were
developed formally in Stabler [6]. It will be shown how modifications to the standard
grammatical rules and features of minimalist grammars (such as those found in [6])
can allow for the introduction of implicit complements. §2 will provide a brief
characterization of the data, and the proposal will follow in §3.

2 The Diversity and Distribution of Implicit Complements

It has been noted in the descriptive and theoretical literature (see for example [1], [3],
[5]) that different verbs license different types of implicit complements; these are
distinguished by the inferences that can be drawn from sentences containing them. In
the case of a sentence like Godzilla ate, we find an implicit complement that is
interpreted as an existential indefinite, with the sentence being synonymous (or nearly
so) with the sentence Godzilla ate something. Thus, eat licenses an existential implicit
complement.

Like eat, the verb wash expresses a binary relation (between a washer and thing
washed), and is optionally transitive. However, the sentence Godzilla washed is not
synonymous with Godzilla washed something, but rather with Godzilla washed
himself. Thus, wash can be said to license a reflexive implicit complement, rather than
an existential one. In addition to existential and reflexive implicit complements, we
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2. LOGIC AND LANGUAGE

also find verbs that license reciprocal implicit complements (such as kiss in The boy
and girl kissed), and verbs that license contextual definite implicit complements (such
as arrive in The boss arrived, understood as e.g. The boss arrived here/there).

Note that only certain verbs allow for implicit complements; minimal pairs of
verbs can be found that demonstrate the highly lexical nature of the phenomenon. For
example, Godzilla ate contrasts with the ungrammatical *Godzilla devoured, and
Godzilla hid contrasts with *GodZzilla concealed.

In the following section we shall, for expository purposes, confine our attention to
optionally transitive verbs that allow either an existential or a reflexive implicit
argument (in particular, to the verbs ear and wash).

3 Incorporating Implicit Complements into Minimalist Grammars

In this section, it will be shown how the standard features and rules of minimalist-
style grammars, when suitably modified and enhanced, can serve to introduce
existential and reflexive implicit complements into a formal grammar. To demonstrate
this prospect, we will develop a minimalist-style grammar for a fragment of English.
The grammar developed here is presented in the Bare Grammar format of Keenan &
Stabler [4]. The minimalist feature structure used here is a simplified version of that
found in Stabler [6], in that only selectional (and not movement) features are used.
The current proposal may be modified to fit any formalism in which lexical items
bear selectional features.

Following the Bare Grammar format, let a grammar G = <Lex, Rule; >, where
Lexg is a set of expressions and Rule is a set of structure building functions. L, the
language generated by G, is the closure of Lex; under Rule.

We shall call the particular grammar we are developing here ‘IMP’; IMP = <Lex;p,
Rule,»,>. Following the minimalist tradition, expressions of IMP are 3-tuples [v; x; f*]
consisting of a phonological string v, a category feature x and a (possibly empty)
string of selectional features f*. The lexicon of IMP is given below. Lex;,, =

[devoured;, s; n'n'], [ate; s; n'(n)], [washed; s; n'<n™>], [John; n; D], [Godzilla; n; &]

Note that we allow expressions of IMP to bear bracketed selectional features as well as
the usual non-bracketed ones. Bracketed features mark lexical items as those which
allow implicit complements, with the ( ) and < > brackets corresponding respectively
to existential and reflexive implicit complements.

Let Rule,,, = {°, E, R}. Rule,,;, contains the usual ‘merge’ function e, as well as
functions E, R for dealing with implicit complements.

¢ is a function that takes a pair of expressions and returns a single ‘merged’
expression. Two expressions are in the domain of merge iff the rightmost selectional
feature of the first expression matches the category feature of the second; the ' and " on
selectional features determine the order in which the phonological strings of the input
expressions are concatenated in the output expression. The formal definition of e is as
follows:
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(A, B) € Dom(*) iff
A=[v;x; 5] & B =[w; 2, D] & y € {Z, 7, (@), (), <>, <>} for some
strings v, w, features x, y z and possibly-empty string of features f*

Where defined:
[v; x; f¥y] ® [w; z; D] = [vw; x; f¥], where y € {Z, (z), <z>}
[v; x; f5y] * [w; 23 D] = [wv; x; f£], where y € {2, (2), <>}

Let us define a sentence of L, as an expression of the form [v; s; J]. L, (i.e. the
closure of Lex;,,, under Rule,;,) contains the sentence [Godzilla devoured John; s,
1. This is shown by the following ‘argument’:

1. [devoured; s; n'n'] * [John; n; &) = [devoured John; s; n']
2. [devoured John; s; n'] » [Godzilla; n; O] = [Godzilla devoured John; s; &)

e is a structure-building function similar to that found in any minimalist-style
grammar. In addition to ¢, however, Rule,,, contains the unary functions E and R; it is
by means of these functions that implicit argument phenomena are incorporated into
the grammar. An expression is in the domain of E iff its rightmost UF is of the form
(x); it is in the domain of R iff its rightmost UF is of the form <x>. Syntactically, both
functions serve to delete the bracketed feature.

A € Dom(E) iff A = [v; x; y(z)] for some v, x, y, z
where defined E( [v; x; y(2)] ) = [v; x; y]

A € Dom(R) iff A = [v; x; y<z>] for some v, x, y, z
where defined, R( [v; x; y<z>] ) = [v; x; ¥]

Given these rules, L, will contain the sentence [Godzilla ate; s; ], as the following
argument shows.

1. E( [ate; s; n'(n")] ) = [ate; s; n']
2. [ate; s; n'] ® [Godzilla; n; @] = [Godzilla ate;, s; D]

It can be easily verified that L, also contains the sentence [Godzilla ate John; s; D],
as well as [Godzilla washed John; s; )] and [Godzilla washed; s; J]. However, L,y
does not contain [Godzilla devoured; s; J], which is as desired, as the verb devour
cannot be used intransitively in English.

Turning now to the semantics of IMP, let M = {D, m} be a model for IMP iff D = &
and m is function whose domain is {A: A € Lex,,,;}, and which satisfies the following
conditions:

if A = [v; n; ] then m(A) € D

if A =[v;s; xy] then m(A) is a function from D to functions from D to {0,1}
(where v is a string, and x, y are features)
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2. LOGIC AND LANGUAGE

In other words, nouns denote entities, and transitive verbs denote type <e<et>>
functions.

For each model M = {D, m}, an interpretation Il I, of L,, is a function that
extends m and satisfies:

L.ILA s Bl =lIAIl_(IBII,)
2.1 E(A) I, = [Ax. 3z : Al (2)(x) = 1]
3.1 R(A) Il,, = DAL (x)(x) = 1]

The latter two conditions ensure that sentences such as Godzilla ate and Godzilla
washed receive the appropriate implicit complement interpretations. Using
SMALLCAPS to stand for the interpretation a lexical item receives in a model, it follows
that for all models M of IMP:

I[Godzilla ate John; s; DI, = 1 iff EAT,,(JOHN)(GODZILLA,,) = 1
I[Godzilla washed John; s; DI, = 1 iff WASH,,(JOHN,)(GODZILLA,,) = 1

IlE([ate; s; n'(n)]) Il = [Ax. Iz: BAT,(z)(x) = 1]
Il [Godzilla ate; s; DI, = 1 iff Iz: EAT, (z)(GODZILLA,,) = 1

Il R([washed; s; n'<n'>]) Il = [Ax. WASH,(x)(x) = 1]
Il [Godzilla washed; s; D I, = 1 iff WASH,,(GODZILLA,,)(GODZILLA,)) = 1

Though quantified NPs and anaphors were not included in the fragment given here, it
can be easily seen that Godzilla ate is predicted to be synonymous with Godzilla ate
something, and Godzilla washed with Godzilla washed himself.

While presented with respect to a very small fragment of English, the
proposal developed here can be straightforwardly extended to include ditransitive
verbs that permit implicit complements, as well as to nouns, adjectives and adverbs. It
can also be extended to include the other two types of implicit complements by
adding additional bracket types and unary rules with corresponding interpretations.
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Linguistic Exchange and Consensus Bargaining
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Abstract. In this paper, I interpret conversations as bargaining situations
in which two players attempt to shape a consensus according to their self-
interest. A simple game is used as a model, and some properties of its
Nash equilibria are briefly discussed. A number of semantic and pragmatic
phenomena such as consistency, relevance, and orderliness turn out to be
explainable in terms of strategic choices rather than absolute constraints
imposed on the players.

1 Introduction

The label “game-theoretical semantics” is often applied to logics in which the
relation between sentences and truth values is given in game-theoretic terms.
Hintikka’s semantic games [5], e.g., conceptualize proofs in terms of a competi-
tion between a verifier (“Myself”) and a falsifier (“Nature”).

This is interesting from many standpoints, but it also leaves the fundamental
assumptions of classical logic essentially unchanged: The acceptability of a sen-
tence is still an objective feature based on universal rules of syntax and semantic
atoms with indsiputable truth values; no answer is given to why the atomic sen-
tences are excempted from dynamics of the game, or how they come about.

An alternative would be to use game theory not as a link between atoms and
compounds, but as model of the negotiation process producing acceptability and
analyzability. One suggestion in that direction is Robert Brandom’s inferentialist
theory [1], which takes the ethical notions of commitment and entitlement as
basic while eplaining truth and material implication as a product of those.

The following can be seen as an attempt to spell out such a theory in more
formal terms. I introduce a game in which two players attempt to maximize util-
ity by shaping a common consensus according to their own interest. A number of
semantic and pragmatic phenomena such as consistency, relevance, and orderli-
ness emerge as rational strategic choices rather than rules or maxims. The idea
behind the model is thus akin to the functionalist approach taken by e.g. [2].

2 The Consensus Game

In the following, I describe a two-player game G. G is an extensive game with
perfect information, analogous to the games discussed in [4, Part II].
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2. LOGIC AND LANGUAGE

In a game of G, the two players take turns uttering sentences from a highly
restricted language £. This generates a consensus which may be more or less
desirable to the each player. In formal terms, the components of G are:

1. Two players, denoted 1 and 2.
2. Alanguage L, defined recursively from the two syntactic atoms « and b:

@ ¢:=al|-a|b]|-b
®) v:=(p =)
3. An “termination move,” denoted by a square, .
4. A set H of histories, which includes the following elements:

(a) All elements of £X for all K € Ny (finite nonterminal histories).
(b) All elements of L& x {0} for all K € Ny (finite terminal histories).
(c) All elements of £ (infinite and hence terminal histories).

5. The player function P, which states which player has the turn after a non-
terminal history h € £X. P(h) = 1 when K is even and P(h) = 2 otherwise.
6. Two preference relations ; and %, described below.

Note that £ allows for indefinite nesting of implications, but excludes e.g. double
negation. A game of G may thus give rise to e.g. the following terminal history,
in which player 1 makes 3 moves and player 2 makes 2:

(a, (@ — =b), (@ — =b), a, (b —a)—b), 0) (D

In the following, I will omit outer parentheses around implications and re-
fer to the moves player ¢ makes in the course of a history h as M;(h). Thus,
M;((a*),) = {a™ € h|m € Nand P((a")])) = i}.

I shall refer to the sentences a, —a, b, and —b as bits and call sets of bits
as worlds. I will refer to the set of worlds as 7 and use the notation ab as a
shorthand for {a, —b}, etc.

The consensus world C(h) produced by a history 4 is the set of bits to which
both players have committed themselves, by which I mean the set of bits in the
closure of M;(h) N M2 (h) with respect to modus ponens inference. For instance,
in the history (1), M1 (h)N My (h) = {a,a — —b}, and the corresponding consen-
sus world is ab. Note that some histories may produce “inconsistent” consensus
worlds such as aa.

All terminal histories h are thus associated with some consensus world C'(h).
They further have a length |h|, which may be infinity. In the following, I will
assume that the set W x N is equipped with two complete, transitive, relfexive,
binary relations -; and 5, that may be used to define the players’ preference
relations Z; and 2, as follows:

h1 g hy <— (O(hl), |h1|) i: (C(hg), ‘h2|) for all hl,hg c H.
In the following, I will sometimes use z 7-; y as a shorthand for (z,1) =; (y,1).

I assume these relations satisfy the following conditions for all worlds z,y,z €
W, all lengths ¢t € N Uoo, all singleton worlds p € W, and i = 1,2 (cf. [4, 119]):
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1. Time is valuable:
(@ (z,t) i (x,t + 1) with strict inequality if (x, 1) %, (x, Q).
2. Preferences are stationary:
@ (z,t) Zi (y,t + 1) iff (2,1) Zi (y,2)
®) (z,t) Zi (y,t) iff (x,1) Zi (y,1)
3. Preferences are preserved at least 4 periods:
(@) If (z,t) =; (y,t), then (z,t +4) =; (y,t).
4. Unions are order-preserving:
(a) Ifx —; y, then x U z 7Z; yU z; holds with strict inequalities, too.
(b) If Uy =; @, thenz =; @ ory =—; @; holds with strict inequalities, too.
5. Negation cancels utility:
(@ pup ~; O.

3 Equilibrium strategies

In G, a strategy for player i is a function s; : {h € H|P(h) =i} — LU {(}.
A Nash equilibrium of the game is a strategy pair (s1, s2) for which no change in
s; can lead to a strictly better outcome for player i, given that the other player’s
strategy is left unchanged. Extensive games typically have a very large set of
equilibria, and this is also the case for G. The number and character of G’s Nash
equilibria depend on the preferences of the two players.

Let p and q refer to the worlds a, @, b, and b, so that p >=; ¢ =, ¢ and p # q.
The different versions of G may then be characterized by player 2’s preferences
with respect to p and ¢; and in each case, the equilibria may be divided into
classes according to the worlds they produce, as in Table 1.

No. Case Preference PE NE SPE
I Complete Agreement  p,q =2 @ pq P40, 0P pgp, g, P
I Minor Disagreement p>2q>2 @ pq,pg,p pg,pdp, P  p, P

Il Major Disagreement qg=2p =2 pq, pg, p P, @ PO

IV Complete Disagreement 7,G>> () any world O @

Table 1. Four possible preference distrubutions for player 2 relative to player 1 and the
consensus worlds produced by the strategy pairs that are Pareto efficient (PE), equilibria
(NE), and subgame perfect equilibria (SPE).

Note that a strategy pair (s1, s2) cannot be an equilibrium if it produces an
outcome strictly worse than () for one of the players: The player in question
always has the option of obtaining the outcome () by switching to the constant-
valued strategy h — .
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Most of the equilibria classes in G consist in strategy pairs that map out
a shortest path to the relevant consensus world, and a set of actions assigned
arbitrarily to histories outside that path. In Case I, e.g., there are 12 possible
paths: two repetitions (in any order) of p and ¢, p and p — ¢, or ¢ and ¢ — p,
and then a [J; for all other histories h, s;(h) may be any move in £ U {{J}.

The exception to this pattern is Case II, in which the classes pq and pq are
characterized by a locally irrational but globally rational choices: Some mod-
erately attractive subgames may be played in a suboptimal way to make them
highly unattractive for the adversary. For instance, player 2 may choose to sab-
otage all paths not leading to the consensus world pg by playing [J in response
to any action that deviates from those paths. When such a vindictive strategy is
combined with a lenient response, it becomes an equilibrium pair.

Further, unlike Cases I, III, and IV, order matters in Case II: The equilibrium
pairs in the pg case may e.g. produce the history (p, p — @, p — ¢, p, O), but
not (p, p, p — q, p — ¢, O). In the latter case, player 1 would be strictly better
off by playing O after the history (p, p), and the underlying strategies can thus
not constitute an equilibrium pair.

4 Semantic and Pragmatic Properties of the Equilibria

The equilibrium strategy pairs of G exhibit a number of features which super-
ficially make it seem as if they were governed by a set of rules along the lines
of [3]. In particular, the Pareto efficient equilibrium strategies satisfy:

Quantity:  All paths have minimal length, i.e., |h| = C(h)+1; the players never
repeat themselves.

Quality: The players never utter a bit as well as its negation; aa consensus
worlds never occur; no world becomes consensus if a player has a
preference against it (although a bit might).

Manner: Discounting the final [J, at least half the history consists of bits; no
utterance is more complex than an implication between two distinct
bits (e.g., the types p — (¢ — p) and p — —p are not used).

Politeness: The players avoid all overt conflict; all raised issues are confirmed.

As we have seen, however, these properties are caused by the players’ strategic
attempts to promote their self-interest, not inherent linguistic constraints.
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Abstract. The paper outlines an approach to the representation of lex-
ical prefixes with a view to what is known as their argument-structure
changing properties. The prefixes are treated as abstract frame-evoking
predicates that interact with and subordinate the frame of the constant.
A case study illustrates the specifics of this interaction and its effects
on the conceptual structure and the syntactic properties of the derived
verbs as compared with those of the constant.

1 Introduction

It has been widely acknowledged that Slavic verbal prefixes are a heterogeneous
group that can be divided in at least two major classes - lexical and superlexical
(Svenonius 2004, among others). This distinction, based on the capacity of the
lexical prefixes of affecting the inherent structure of the verb, is recognised across
theoretical accounts, although phrased in different terms with respect to the
level affected - logical structure (Van Valin & LaPolla 1997), argument structure
(Svenonius 2004), lexical conceptual structure (Spencer & Zaretskaya 1998), etc.
In the following paper I assume that lexical prefixes are frame-evoking elements
in the sense adopted in the Framenet project (Rupenhofer et al. 2006). Following
the idea of constants in Levin and Rappaport Hovav (1995 and subsequent work),
I will refer to the predicates (as well as to other frame-evoking elements) that
lexicalise the core idiosyncratic meaning subject to modification in the process
of prefixation by that term or (where appropriate) also as verb roots.

The interaction between the constant’s frame and the prefix’ abstract frame-
evoking properties results in the subordination of the former, as a result of
which a change is effected in the lexical meaning of the constant, and possibly
in its conceptual structure (frame). Since the semantics of the prefix is rather
abstract, the preverb does not necessarily evoke a single frame, but rather any
of a small set of frames sharing certain properties. It is the interaction of the
properties of the constant and the prefix that determines which of these frames
will be realised.

2 A case study - the locative meaning of the prefix za-

In what follows I will discuss a group of verbs formed with the locative prefix
za-. Tt denotes affecting the surface(s) of an object, or the object itself (on or
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2. LOGIC AND LANGUAGE

from (all) sides). The derived verbs fall into a small number of coherent seman-
tic classes defined by the interaction between the idiosyncratic meaning of the
constants and the meaning of the prefix, such as verbs of covering/filling (where
the prefix evokes the frame Filling) or verbs of hiding (where the prefix evokes
Hiding_objects).

Let us first consider the interaction between verb roots and prefixes. According
to Filip (Filip 2008) Slavic prefixes ’add meaning components that contribute to
specifying a criterion for ordering of events’ in the denotation of verbs, i.e. they
define a scale that orders the set of events 'based on the degree to which they
possess a certain measurable property’ (spatial, temporal, etc.) and an upper
bound. From the definition of za- it follows that the nature of the scale specified
by the prefix is in the spatial dimension and that the constants that combine
with it have some spatial component to them.

Indeed, many of the constants that form za- verbs are verbs of covering/filling,
i.e. in terms of the chosen framework, they evoke the frame Filling defined in
Framenet as including ‘words relating to filling containers and covering areas
with some thing, things or substance...”. The frame identifies the following core
elements:

Agent [Agt], a Sentient actor; Cause [cau], an Event which brings about the
filling of the Goal; Goal [Goal], the area or container being filled, generally
the NP Object;Theme [Thm] a Physical_object (or substance) which changes
location.

Consider the prototypical verb for the frame Filling pdlnya (fill). It denotes
the process aimed at covering/filling or, on general reading, the result of cover-
ing/filling. The prefix na- yielding the pair na-pdlnya/na-pdilvam® contributes a
meaning that corresponds to a scale specifying volume/quantity.

la [Turistite]acenT pdlnyat [kufarite silgoar s [mestni stokilrg g, dokato
gi na-pdlnyat dogore/napolovina.

1b [Tourists| agenT fill [their suitcases|goar with [locally-made goods]lrr e e
until the latter are completely/half full.

As an anonymous reviewer points out judgements are not always quite clear as to
actually reaching the limit, i.e. the upper bound. Indeed, examples such as 'na-
palnya dopolovina’ (fill half of) point to that, but they specify a different scale
(half), and the verb specify ’exhaustiveness’ with respect to it. In the absence
of a clear indicator suggesting otherwise, the most likely interpretation is that
of reaching a maximal degree on the specified scale.

With respect to the pairs na-pdlnya/na-palvam and za-pdlnya/za-pdlvam the
crucial difference between them lies in the fact that the latter prefix specifies a

! throughout the paper the aspectual pairs of derived verbs are given in the following
order - perfective/secondary imperfective; the secondary imperfective is derived by
means of an imperfective suffix from the derived perfective; despite the aspectual
differences the derived pair shares common properties with respect to conceptual
(argument) structure and the distinction is therefore considered irrelevant for the
purposes of the present account
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scale and an upper bound on a spatial locational dimension. As a result, with
verb roots alternating between filling and placing interpretation, za- evokes the
frame Filling and rules out Placing, hence 2f is ruled out. Na- verbs allow the
Filling/Placing alternation (2a, 2¢) in a similar manner as the constants do.

2a [Momcheto|agenT (na-)pdlni [sddalgoar [s vodalrprnm .
2b [The boy|lacenT filled [the container|goar [with waterlrprymE.
2c [Momcheto] AGENT (na—)pdlm' [voda]THEME [V metalnia Séd] GOAL-
2d [The boy|agenT poured [water|rgra e [in the container|goar .
2e [Momcheto]agrnT 2a-pdlni [metalnia sid]goar [s vodalryerme.
2f *[Momcheto] agenT 2a-pdlni [voda|rgeae [v metalnia sad]goar-

To conclude, the prefix za- evokes frames related to affecting a surface in a man-
ner that is compliant with the properties of the constant. In the case with filling
constants the resulting verb evokes the same frame.

The semantics of the constants and the prefix in the above cases is to a great
extent similar, which renders the result quite trivial. Let us now proceed to the
interaction of the prefix za- with constants that evoke other frames. Consider
for instance the verb pair zastroya/zastroyavam meaning ’cover an extent or
area with buildings’ derived from the verb stroya (build). The constant evokes
the frame Building that 'describes assembly or construction actions, where an
Agent [Agt] joins Components [Cmpnt] together to form a Created_entity
[CrEnt], which is profiled, and hence the object of the verb.” Beside the three
core elements, the frame features a number of peripheral and extra-thematic ele-
ments that describe different aspects of the situation. One of the peripheral FEs
- Place, identifies the place where the building occurs, syntactically expressed ei-
ther by a prepositional phrase or by an adverbial phrase with a locative meaning.
(3) show the prefixed verb postroya where the prefix po- denotes the completion
of the creation process and hence defines a scale related to the physical extent
(Filip 2008).

3a [Rabotnitsite]AGENT po-stroiha [golyama késhta] CR_ENT Ot [tuhh} CMPNT
v [poleto/tam]prack.

3b [The workers| agenT built [a big house]lcr_gnT out of [bricks|capyr in [the
ﬁeld/there] PLACE-

Let us go back to the interaction between the prefix za- and the constant stroya.
In the case of zastroya/zastroyavam (4) an element, semantically identical to
the non-core Place FE of the Building frame, is conceptualised as a core FE.
The attachment of the prefix za- to the constant stroya results in the verb pair’s
evoking of the frame Filling:

4a [Rabotnitsite] a¢pnT zastroiha [poletolgoar s [kashtilruepme.
4b [The workers|agenT covered(by-building) [the field]go ar with [houses|r g .

The juxtaposition of stroya/postroya(vam) and zastroya(vam) reveals the way
in which a prefix may affect the conceptual structure and, in consequence, the
related levels of semantic and syntactic description.
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(i) The constant preserves its idiosyncratic structure of participants and rela-
tions while the participants are (re-)mapped onto the frame evoked by the
prefixed verbs. In the case under consideration physical object(s) of a partic-
ular semantic type (Created_entity), that is/are created by means of joining
components together, come to occupy (as an abstract act of placement -
Theme) an extent of land (Goal) under the influence of an Agent.

(ii) The core frame element projected as an external argument in the frame
Building belongs to the semantic type Agent, whereas the respective frame
element of the Filling frame may either be Agent or Cause. The constant
stroya imposes selectional restrictions upon the corresponding frame ele-
ment instantiated by zastroya(vam), resulting in the ruling out of the Cause
examples.

(iii) The profiled core element Created entity (Artefact) is conceptualised as
Theme (Physical object). The entities that may be realised as the Theme ele-
ment are subject to the semantic restrictions imposed by the constant stroya
on the Building frame element Created_entity, therefore physical objects that
are not artefacts are disallowed.

(iv) The core element Components of the Building frame is demoted to a non-
core participant (Material (denoting components, ingredients, etc.)) of the
frame Buildings (noun-evoking frame distinct from Building) evoked by the
Theme element.

(v) Finally, the non-core element Place of the Building frame is conceptualised
as the profiled core element Goal of the Filling frame. The selectional restric-
tions are those relevant for the Place element (areas and surfaces of land),
so containers and other surfaces are not licensed.

To sum up the argument, the za- verb pair evokes a frame that is different from
the constant’s and one that is predictable from the conceptual properties of the
prefix.

A stronger case is provided by verbs whose constants do not feature certain
elements that are to be mapped onto the frame Filling. Consider the verbs za-
lesya/zalesyavam (afforest), zatrevya/zatrevyavam (grass - ’cover with grass’),
zamaglya/zamaglyavam (cloud, fog), zasnezha/zasnezhavam (snow up, cover with
snow), derived respectively from the constants forest, grass, fog, snow. In ab-
stract terms these verbs may be represented by the definition: 'cover some area
with N’, N being the constant, i.e. they also evoke the frame Filling. The con-
stants share the property of having spatial extension, i.e. they occupy locations,
spread over surfaces, etc. Obviously, they must evoke a frame that features some
kind of locative relation FE, that is conceptualised as the Goal element of Fill-

ing.
Consider the verb zalesya(vam). As defined in Framenet, the constant forest
evokes the Biological_area frame, that ’[...] denote large ecological areas as well

as smaller locations characterized by the type of life present - in other words, ge-
ography locations as defined by biota.” The frame has one core element: Locale
[Locl] - a Location which ’identifies a stable bounded area, and is typically the
designation of the nouns of Locale-derived frames’:
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5a V [dolinata]pocarr raste [dabovalcnsT gora.
5b There is an [oak]cnsr forest in the [valley|rocark.

(i) The Locale frame element is conceptualised as the Goal argument of the
derived pair. Being profiled, it is syntactically expressed as a direct object.
Besides, the non-core element Constituent_parts [Cnst] of the Biological _area
frame is conceptualised as the Theme element of the Filling frame (6):

6a [Rabotnitsite] agpnT zalesiha [dolinatalgoar s [dablruemE.
6b [The workers|sgpnr afforested [the valley]goar with [oaklrrEayE.

(ii) The Biological area frame does not feature any FE that corresponds to the
Agent/Cause of the Filling frame, hence this FE should be attributed to the
frame-evoking properties of the prefix.

On the basis of the above observations it may be concluded that the prefix evokes
frame(s) that subordinate the constant’s frame where subordination includes the
mapping of FEs of the constant’s frame to FEs of the prefix’ frame, and/or the
suppression of FEs, and/or the ’introduction’ of FEs not available in the con-
stant’s frame. Mapping may either be straightforward, re-mapping (non-profiled
core to profiled core FE; profiled core FE to non-profiled core FE) or may in-
clude promotion (non-core to core movement) or demotion (core to non-core
movement) of FEs.

I. Straightforward frame mapping (e.g. pdlnya - zapdlnya/zapdlvam) where:
I.1. the frames evoked by the root (henceforth - REF (root-evoked frame))
and the derived verb (henceforth - DVF (derived-verb frame)) are iden-
tical, i.e. the frame relations including the inventory and configurations
of core and non-core FEs and their semantic types are the same.
II. Non-trivial frame mapping where:

II.1. REF non-core FEs are promoted to core position in the DVF; (e.g.
the Place FE of the Building frame maps to the Goal FE of the
Filling frame, the Constituent_parts FE of the Biological_area frame
- to the Filling Theme)

I1.2. REF core FEs are demoted to DVF non-core position; (the Compo-
nents FE of the Building frame - to the Material FE in the Buildings
frame)

II.3. REF core FEs are re-conceptualised and re-mapped onto core po-
sitions in DVF; (the Created_entity FE of the Building frame as
Theme of the Filling frame, the Locale FE of Biological area frame
as the Filling Goal FE)

I1.4. non-REF FEs are mapped to DVF positions (Agent FE of the Filling
frame with zalesya(vam)).

Straightforward mapping involving lexical prefixes results in the derivation of
verbs that lexicalise the natural culmination of a process/activity with the lexical
meaning additionally elaborated by the lexical component of the prefix.
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(i) AGENT [GOAL]profiled THEME = AGENT [GOAL]profiled THEME

Non-trivial mapping leads to verbs that may involve as a profiled FE a non-
profiled core FE or a non-core FE. Non-REF FEs cannot be profiled. FE ocaTivE
in (ii) stands for the FE that is to be mapped on the Goal FE.

(ll) [} FELOCATIVE [] = AGENT [GOAL]])T’Oﬁled THEME

Table 1 sums up the observation on a non-exhaustive list of constants’ frames
that derive Filling za- verbs, the relevant constants’ FEs (CFE) that are to be
mapped to the external argument, the Goal FE, the Theme FE, and examples.

Table 1. Constants and derived verbs

Constant Frame|External argument

CFE — Goal

CFE — Theme|Verbs

Filling

Ag/Cause — Ag/Cause

Goal

Theme

zapdlnya/zapdlvam
zatrup (v)am (heap)
zagarna/zagrashtam
(wrap (up))
zamazha/zamazvam
((be)smear)
zastelya/zastilam (cover)
zaseya/zasyavam (plant)

Placing

Agent — Agent

Goal

Theme

zametna/zamyatam
(throw over)

Building

Agent — Agent

Place

Cr_Ent

zastroya/zastroyavam

Motion

Carrier — Cause

Area/Goal

Theme

zaveya/zavyavam
ing over)

(blow-

Fluidic_.motion

None — Agent/Cause

Area/Goal

Fluid

zaleya/zalivam (cover

with liquid)

Biological_area

None — Agent/Cause

Locale

Cnst

zalesya(vam) (afforest)
zatrevya(vam) (plant
with grass)

Clothing_parts

None — Agent

Body_location

Subpart

zakachulya/zakachulvam
(hood)

Clothing

None — Agent

Body_location

Garment

zabradya/zabrazhdam
(scarf)

Precipitation/None —

Precipitation Place Inc. theme zasnezha(vam) (cover
Cause/Agent with snow)
zaslanya(vam) (frost)
Other None — Agent/Cause [Other Other zamaglya(vam) (befog)

zadimya(vam) (fill with
smoke)

zaprasha(vam) (cover
with dust)
zashumya(vam) (cover

with leaves)
zasmolya(vam) (tar)
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3 Frame correspondences induced by constants

The prefix za- is capable of evoking several frames that interact in a regular
way with Filling - Abounding with (together with an inchoative variant of the
same frame not specified in Framenet), Adorning (and an inchoative variant of
Adorning, also not specified).

The Abounding_with frame denotes the situation where: A Location is filled or
covered with the Theme. The Location is realized as the External Argument,
and the Theme [...] as PP complement |[...].". It designates a static relation which
evokes verbs such as: teem, swarm, throng, as well as adjectives (participles)
used predicatively (be) covered, (be) adorned, (be) coated, etc.:

7a [Nebeto|rocarron be zastlano/se zastla [s oblatsilrrrpmE.
b [The sky|rocarron was covered/covered with [clouds|rypymE-

The second verb in the examples has inchoative meaning that denotes the

coming into the state. Leaving the aspectual properties aside, the inchoative
variants share the conceptual properties of the stative frame, both specify two
core FEs - a Theme (identical to the Filling Theme) and thus trivially mapped
onto the relevant element, and a Location corresponding to the Filling Goal
FE. No FE corresponds to the Agent/Cause.
The Adorning frame defines: ’a static (primarily spatial) relationship between a
Location and a Theme. All of the verbs used statically in this frame can also
occur in the frame Filling.” It is noted that the frame bears correspondence to
Abounding_with. The difference lies in the point of view shift, i.e. while the
Theme with Adorning is realised as the external argument and the Location is
realised as an NP object, with Abounding_with it is vice versa. The inchoative
variant is also given.

8a [OblatsilrgrmE zastilaha/zastlaha [nebeto]pocarron.
8b [Clouds|rueme covered the [sky]lrocarion.

The relation between the three frames may be stated as follows: stative Abound-
ing_with describes a state, the inchoative variant - a transition into a state, and
Filling the causation of a transition into a state. For the inchoative variant the
relation boils down to the causative-inchoative alternation. Unlike the Abound-
ing with where the focus is on the Location being (or coming to be) occupied
by the Theme, Adorning conceptualises the relation of the Theme occupying or
coming to occupy the Location.

The ability of a za- verb to evoke configurations of these frames lies in the interac-
tion between the conceptual structure of the prefix and that of the constant, i.e.
it depends on the idiosyncratic properties of the constant whether one or more of
these frames will be evoked. For instance, agentive filling/covering verbs such as
zastroya(vam) do not have an inchoative variant (Levin & Rappaport-Hovav 1995),
as don’t unaccusative motion verbs in the frames Motion and Fluidic_motion.
Other frames evoked by the prefix za- in the interaction with particular con-
stants are Hiding_objects (and (or) its inchoative Eclipse, e.g. zabulya/zabulvam
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(veil), zakriya/zakrivam (hide, conceal (behind/under)), etc., as well as Closure -
zahlupya/zahlupvam (’cover with a lid’), zapusha/zapushvam (stop up, plug up),
zatapya/zatapvam (seal, cork). As already noted above, it is the nature of the
constants that influences the construal of the situation, and hence the particular
frame evoked.

4 Conclusion

As was shown throughout the paper, the interaction between a given lexical
prefix and certain constants may be captured in terms of a small number of con-
ceptual frames and frame-to-frame relations that give insights into the semantic
properties and the 'syntax’ of lexical prefixes, on the one hand, and reveal sys-
temic relations between certain frames and, respectively, classes of verbs.

The frame approach can be applied to polysemy owed to the interaction between
alternating constants, e.g. sadya (plant) (Placing and Filling) and distinct senses
of a prefix (e.g. za- (attachment) and spatial za-, respectively. Finally, it may
also be extended to at least some superlexical prefixes in terms of defining (pos-
sibly subframal, i.e. lexical-unit to lexical-unit) relations between verbs, consider
za-sazhdam - (begin to plant) formed with the inceptive prefix za-.

5 Acknowledgements

I would like to thank my supervisor prof. Svetla Koeva, Ivelina Stoyanova and
two anonymous reviewers for valuable suggestions. This research has been sup-
ported by the European Social Fund through the Human Resource Develop-
ment Operational Programme 2007-2013 under the project Mathematical Logic
and Computational Linguistics: Development and Permeation (Contract No.
BG051P0001-3.3.04/27).

References

Filip, H.: Events and Maximalization: the Case of Telicity and Perfectivity. In Roth-
stein, S. (ed.). Theoretical and Crosslinguistic Approaches to the Semantics of
Aspect. John Benjamins Publishing Company. (2008)

Ivanova, K.: Nacini na glagolnoto deystvie v savremenniya balgarski ezik. Sofia (1974).

Levin, B., Rappaport Hovav, M.: Unaccusativity. Cambridge. MA: MIT Press. (1995)

Rupenhofer, Josef, Ellsworth, M. M.R.L. Petruck, Ch.R.: Johnson, Jan
Scheffczyk.Framenet II. Extended Theory and Practice. Available at
http://framenet.icsi.berkeley.edu/. (2006)

Spencer, A., Zaretskaya, M.: Verb prefixation in Russian as lexical subordination. In
Linguistics 36, pp. 1-39. (1998)

Svenonius, P.: Slavic prefixes inside and outside VP. In Tromso Working Papers on
Language and Linguistics: Nordlyd 32.2, Special issue on Slavic prefixes, edited
by Peter Svenonius, pp. 205-253. University of Tromso, Tromso. Available at
www.ub.uit.no/baser/nordlyd/. (2004)

Van Valin, R., LaPolla, R: Syntax: structure, meaning and function. Cam-
bridge:Cambridge University Press. (1997)

152



Ontological Categories & Property Specification: The case with Turkish preschoolers

Hatice Bayindir
*PhD in progress at METU Cognitive Science Program & Instructor at Cankaya University, Ankara, Turkey

Abstract

An important issue in cognitive development has been how children develop an
understanding of the entities around them and how they categorize these entities ontologically
through a process of tracking and property specification. The current study was conducted to have a
better understanding of Turkish children’s ontological categories and their corresponding
properties. Ontological categories included living things and nonliving things. The sample consisted
of 25 preschoolers: 6 four-year-olds, 9 five-year-olds, and 10 six-year olds, all of which were
selected randomly from a kindergarten, Ar1 Preschool, in Ankara, Turkey. There was also an adult
control group of 8 people whose data provided the criteria based on which children’s responses
were scored. The real photos were directly presented to the children and their answers to the
questions were recorded by circling yes or no in the answer section of the form and notes regarding
children’s extra explanations were written down in the extra spaces provided. The whole procedure
took = 10 minutes for each child. The current study indicated that Turkish preschoolers’ cognition
of ontological categories develop across the specified age range, 4-6 year-olds. There was a
significant difference between 4- year-olds and 6-year-olds in their performance of category
specification, whereas 5-year-olds’ performance significantly differed from neither 4-year-olds nor
6-year-olds. These findings demonstrated children’s capability of distinguishing entities around
them with reference to some biological properties. For all age groups, subjects’ performance
differed across category types, with humans as the best specified category while animals and plants
were the worst in the broader category of living things, and with man-made things as the better
specified category over natural things in the broader category of nonliving things. They all did
better in the nonliving things category in comparison with the living things, excluding the human
category. These findings could be linked to habitual surroundings, cultural conditioning, informal
learning opportunities, formal schooling, and limited experience and observation opportunities.

Key words: ontological categories, living vs. non living things, property specification, Turkish
preschoolers



1. Introduction and literature overview

An important issue in cognitive development has been how children develop an
understanding of the entities around them and how they categorize these entities ontologically

through a process of tracking and property specification.

One extension of this discussion has centered around the question whether children can
distinguish living from non-living things. Two opposing lines of research have emerged regarding
children’s understanding of living vs. nonliving things (Zhu & Fang, 2000). The studies in line with
Piaget’s position of children’s inability to distinguish between living and nonliving things found
that children didn’t know what entities are exactly included in the category of living things and they
didn’t regard animals and plants as the members of the same category (Carey, 1985; Richards &
Siegler, 1986; Stavy & Wax, 1989; cited in Zhu & Fang, 2000). On the other hand, there is also
evidence of children’s capability of distinguishing living from nonliving things with reference to
certain biological properties (Backscheider et al., 1993; Bullock, 1985; Hatano & Inagaki, 1994;
Inagaki & Hatano, 1996; Massey & Gelman, 1988; Siegal, 1988; Springer, 1992, 1996a,b; Springer
& Keil, 1991; cited in Zhu & Fang, 2000; Rosengren et al., 1991).

This controversy has been argued to be linked to the methodological differences; that is, it is
often the case that when kids are asked to classify items as alive or not, they tend to make mistakes;
however, when they are led to think based on the properties specific to living things, they have
better performance in distinguishing living vs. nonliving things and grouping items correctly (Zhu
& Fang, 2000). Zhu & Fang (2000), in both open-ended and controlled experiments on growth and
aliveness with Chinese preschoolers, found that preschoolers had some notion of biology. In more
specific terms, four- and five-year olds showed an ability to distinguish living from non-living
things while they didn’t demonstrate an understanding of a link between aliveness and growth yet;

however, six-year-olds understood the link between aliveness and growth (Zhu & Fang, 2000).

Though Zhu & Fang (2000) study is informative to a great extent in terms of explaining
Chinese children’s knowledge of living vs. nonliving things and the controversy in the literature,
another extension of this issue could be a study of children’s ontological categories, which requires
further investigation of properties assigned to various entity categories by children. In this sense, the
properties to be investigated are not only aliveness and growth, but also related issues such as origin
of existence, having a respiratory system, or dying as well as intentionality (beliefs, plans, and

desires) and expression of emotions.



There is also a need for further research on how different languages influence children’s
development of ontological categories (Zhu & Fang, 2000), and a study on Turkish preschoolers,

whose language hasn’t been explored in this sense yet, could be interesting.

In the current study, an exploratory experiment was conducted to have a better
understanding of Turkish children’s ontological categories and their corresponding properties.
Ontological categories included living things which involved humans, animals and plants, and
nonliving things which were either natural (both dynamic and static representatives) or man-made

(both dynamic and static representatives).

In the specification of the category properties and subsequently in the design of the
questions, human category was chosen as the reference category inspired by the finding that urban
children tend to hold a conception of biological world treating human as a privileged inductive base
due to their poor knowledge of animals other than humans (Carey, 1985) and that children’s
experience with a biological kind affects the strength of that kind as an inductive base (Atran et al.,
2001; Ross et al., 2003; Medin & Waxman, in press; cited in Waxman & Medin, 2007). The
suggestion could be extended to include plants due to urban children’s limited exposure to such

observation and experience.

Finally, the properties, which revealed themselves in the questions used in the experiment,
allowed not only a discrimination between living vs. nonliving things but also further sub-

branching.

2. Research questions and hypotheses
The research questions are:
(1) Do Turkish preschoolers have a general understanding of ontological categories?

(2) Is there an influence of age on Turkish preschoolers’ level of understanding of

ontological categories?
The hypotheses are:

H1. Turkish preschoolers are expected to have a general understanding of ontological

categories.

H2. An age effect is expected for ontological category development in Turkish preschoolers.



3. Method

Sample: The sample consisted of 25 preschoolers: 6 four-year-olds, 9 five-year-olds, and 10
six-year-olds, all of which were selected randomly from a kindergarten, Ar1 Preschool. There were
equal numbers of boys and girls and their parents had varying levels of educational backgrounds.
There weren’t equal numbers of participants from each age group due to either time limitations or
exclusion of unreliable data. There was also an adult control group of 8 people (M. Age=32) whose
data provided the criteria based on which children’s responses were scored. The experiment was

carried out by the experimenter herself and there was an occasionally present observer.

Experimental method and apparatus: The real photos were directly presented to the children
and their answers to the questions were recorded by circling yes or no in the answer section of the
form and notes regarding children’s extra explanations were written down in the extra spaces

provided.

Stimuli: The material was a series of real photos which included two representatives from
each category for validity purposes: (1) humans: boy, girl, (2) animals: dog, turtle, (3) plants:
flower, tree, (4) natural and static things: stone, hill, (5) man-made and static things: chair, building,
(6) natural and dynamic things: cloud, body of water, (7) man-made and dynamic things: car,
motorcycle. The representatives were selected based on several criteria: how familiar children are
with these items, how stereotypical these items are, and how much variety within the category can
be covered with the inclusion of these specific items. In each pair, the first items comprised the first
set (Form A), and the second items comprised the second set (Form B). The photos were
standardized for size and resolution quality. For each category, there were a set of questions to be
asked: (1) Do X’s grow? (2) Are X’s alive? (3) Can X’s be happy? (4) Can X’s have a plan for
tomorrow? (5) Can X’s want something/some event? (6) Have X’s been manufactured? (7) Can X’s
breathe? (8) Will X’s die? (“Biiyiir mi? Canli mi1? Mutlu olur mu? Yarina bir plan1 var mi1? Bir
istegi var mi? Bu iiretilmis mi? Nefes alir mi? Oliir mii?” in Turkish) If the answer to any of these
questions wasn’t clear, further questions of why or how were asked to get more straightforward

answers.

Procedure and location: Each child was tested individually in a quiet room, called the story-
reading room, in their kindergarten. There was sufficient light in the room and the child and the
experimenter were sitting on the floor on cushions as the children always did in that room. The
questions were asked and their responses were recorded by the same female experimenter. There
was occasionally an observer, the contact person who received the permission to conduct the
experiment in the kindergarten. In the experiment, each subject was presented with one set of 7

photos and for each photo the abovementioned eight questions were asked. If his/her answers were
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not clear, they were asked further questions of why or how. The whole procedure took & 10 minutes
for each child.

Research design and variables: The children who gave a correct answer (i.e., saying yes to
the question “Do boys grow?” while being shown the photo of the boy for the human category,
saying no to the question “Do chairs grow?”” while being shown the photo of the chair for the man-
made and static category) and an acceptable reason (i.e., for the boy, because he eats a lot and gets
bigger, and for the chair, because it can’t eat anything or chairs don’t change) for each question in
each category got one point on that question. Thus the total possible score for one category was

eight.

Subjects’ scores were entered into a 3 (age 4,5,6) by 2 (Form A or Form B) by 7 (humans,
animals, plants, natural and static things, man-made and static things, natural and dynamic things,
and man-made and dynamic things) ANOVA, with category type as a within-subject variable and

age and form as between-subject variables.

4. Results and Discussion

Subjects’ scores were entered into a 3 (age 4,5,6) by 2 (Form A or Form B) by 7 (humans,
animals, plants, natural and static things, man-made and static things, natural and dynamic things,
and man-made and dynamic things) ANOVA, with category type as a within-subject variable and
age and form as between-subject variables. Mauchly’s test indicated that the assumption of
sphericity had been violated (4*(20)= 74.62, p< .05); therefore, degrees of freedom were corrected
using Greenhouse-Geisser estimates of sphericity ( &= .42). Significant main effects were obtained
for age (F(2,19)= 6.05, p< .05, = .39), and category type (F(2.5,47.31)= 13.67, p< .05, &’= .42).
As a result, the first hypothesis that Turkish preschoolers have a general understanding of
ontological categories and the second hypothesis that there is an effect of age on ontological
category development in Turkish preschoolers are accepted. Thus, the current study indicated that
Turkish preschoolers’ cognition of ontological categories develop across the specified age range,
which is in line with Zhu and Fang’s findings (2000).

Form type didn’t have a significant effect (F(1,19)= 0.98, p> .05, «’= .05), which
demonstrated the validity of the both sets of representatives from each category.

There was also a significant category type by age interaction when sphericity wasn’t
assumed (F(12,30)= 2.73, p< .05, w’= .52). As post-hoc analyses revealed and as can be seen from
Figure 1, there was a significant difference between 4-year-olds and 6-year-olds in their
performance of category specification, whereas 5-year-olds’ performance significantly differed

from neither 4-year-olds nor 6-year-olds.



CATEGORY

Figure 1. Category type by age (Category type: (1)human, (2)animal, (3)plant, (4)natural and static, (5)man-made and
static, (6)natural and dynamic, (7)man-made and dynamic; Age: (1) age 4, (2) age5, (3) age 6)

For all age groups, subjects’ performance differed across category types. In the broader
category of living things which include humans, animals, and plants, both 4-year-olds and 6-year-
olds performed better with humans and animals than with plants, while 5-year-olds performed better
with humans and plants than with animals. All age groups did significantly better with humans,
which suggests a confirmation of the finding that urban children use the human category as a
reference category (Carey, 1985). On the other hand, in the broader category of nonliving things
which include things that are natural vs. man-made and static vs. dynamic, 5-year-olds and 6-year-
olds exhibited fairly consistent performance across categories and demonstrated better performance
in the category of nonliving things as opposed to the category of living things excluding the main
referent human category. 4-year-olds did relatively poorly in the category of natural things in
comparison with the category of man-made things and similar to their elders, they did better in the
category of nonliving things as opposed to animals and plants, excluding humans.

One reason for the relatively poorer performance in the categories of animals and plants in
all age groups may be due to their habitual surroundings (urban, in this case) and limited access to
experience with such biological kinds, as indicated in some previous studies (Atran et al., 2001;
Ross et al., 2003; Medin & Waxman, in press; cited in Waxman & Medin, 2007). There could also
be the influence of exposure to cultural beliefs and language input which lead the children to think,
for instance, plants have emotions or want water to grow, or animals have plans and desires to
accomplish, which is also illustrated in the literature by the cultural belief vitalism (a causal model
existing in Japan and Australia which depends on the distinctly biological concept of energy) 5-8-
year-old Japanese children relied on when understanding bodily processes (Inagaki & Hatano, 1993,
1996, 2002; Hatano & Inagaki, 1994,1999, 2000, cited in Waxman & Medin, 2007). In addition,

when children’s incorrect answers and their justifications were examined, in the animal category, by
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41% of the children, human properties regarding intentionality were overgeneralized to include
animals, and in the plant category, it was seen that 64% of the children didn’t know plants have
some sort of respiratory system.

Again in the same examination, it was seen that the reason for 4-year-olds’ much poorer
performance with natural nonliving things in comparison with that of 5-and 6-year-olds was due to
that they didn’t know how these things originated and that they thought these would also grow like
living things. The problem might be caused by the fact that such information regarding the origin
and nature of these things requires longer periods of observation and tracking changes/stabilities in
them. In this sense, the reason for the comparatively better performance of all age groups with man-
made nonliving things as opposed to natural nonliving things may be that they are all very familiar
with these items and all have had enough life experience to observe them.

Finally, elder children’s better performance in comparison with that of 4-year-olds might be
due to the possibility that as a result of older age, they have had more learning opportunities either
informal (e.g., hands-on experience such as farming, fishing, summer camp activities) or formal,
and more access to videos, books, and visits to the zoo (Inagaki, 1990; Rosengren et al., 1991, cited
in Waxman & Medin, 2007).

5. Conclusion

The current study indicated that Turkish preschoolers’ cognition of ontological categories
develop across the specified age range, 4-6 year-olds. There was a significant difference between 4-
year-olds and 6-year-olds in their performance of category specification, whereas 5-year-olds’
performance significantly differed from neither 4-year-olds nor 6-year-olds. These findings are in
support of the previous studies which demonstrated children’s capability of distinguishing entities
around them with reference to some biological properties.

For all age groups, subjects’ performance differed across category types, with humans as the
best specified category while animals and plants were the worst in the broader category of living
things, and with man-made things as the better specified category over natural things in the broader
category of nonliving things. They all did better in the nonliving things category in comparison with
the living things, excluding the human category. These findings could be linked to habitual
surroundings, cultural conditioning, informal learning opportunities, formal schooling, and limited
experience and observation opportunities.

However, there are also limitations to this study. One of the reasons why children had a
tendency to overgeneralize human properties to other categories, especially to animals, might be
that human category was the reference category in the specification of the properties and the

resultant questions to be asked during the experiment. In a future replication of this study,
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properties specific to other categories could also be included. On the other hand, considering that
time is another important limitation, it could be more practical to separate categories into subgroups
and conduct successive experiments.

Future research might also do a contrastive analysis of ontological categories specified by
rural vs. urban children in order to see if children with more access to experience in nature have any

advantage over the others in any of the categories examined.
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Abstract. In this paper we propose a dialogue act annotation system
allowing ranking of communicative functions of utterances in terms of
their subjective importance. It is argued that multidimensional dialogue
act annotation schemes, while allowing more than one tag per utterance,
implicitly treat all functions as equally important. Consequently, they
fail to capture the fact that in a given context some of the functions
of an utterance may have a higher priority than its other functions.
The present approach tries to improve on this deficiency. Preliminary
results of an annotation experiment suggest that ranking communicative
functions accurately reflects the communicative competence of language
users.

1 Introduction

Multifunctionality of utterances is often acknowledged in modern dialogue stud-
ies [1-3]. It is argued that participants simultaneously address several aspects
of communication such as providing feedback, managing the turn-taking pro-
cess and repairing faulty utterances. Various kinds of implicit functions are an
additional source of multifunctionality [4]. The requirement for accounting for
multifunctionality of utterances is, of course, also valid for dialogue act anno-
tation schemes. There the notion of multifunctionality is usually introduced ex-
plicitly in the form of multidimensional annotation schemes, which allow an
utterance to be labelled with more than one tag. However, in such schemes each
utterance is represented as an unstructured set of tags. Consequently, they do
not reflect the hierarchical organisation of utterance functions determined by
speakers’ communicative goals. The approach presented here tries to enrich the
existing frameworks with a notion of ranking of communicative functions. Im-
portantly, it allows more than one highest-ranking function and more than two
different ranks.

The paper has the following structure. In the following section the notion of
multidimensional tagsets is introduced. In Sec. 3 existing annotation frameworks
are presented alongside the alternative approach proposed in the present paper.
The design and the results of an annotation task conducted to validate this
framework are presented in Sec. 4, and are followed by conclusions in Sec. 5.
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2 Multidimensional Tagsets

Unlike in one-dimensional tagsets, which only allow one tag per utterance, in
multidimensional tagsets each utterance can be labelled with multiple tags, each
representing a different communicative function. We adopt here the formal def-
initions of both kinds of tagsets given in [2].

Definition 1. A one-dimensional tagset is a set A = {ai,az,...,an}, each
utterance being tagged with exactly one elementary tag a, € A.

Definition 2. A multi-dimensional tagset is a collection of dimensions (or classes,
categories, etc.) T = {A,B,...} where each dimension is in turn a list of
tags, say A = {a1,as,...,anp}, B ={b1,ba,...,bn}. When a multi-dimensional
tagset is used, each utterance is tagged with a composite label or tuple of tags
(ai, bj, .. )

Obviously, this is a highly idealised view since it requires that for each utterance
a tag is specified in each dimension. If, as is most often the case (see [4]), this
requirement is not met and a tag is specified only in some dimensions, the empty
tag () must be added to each of the dimensions In such cases, the empty label
(0,0,...,0) must be ruled out. The set of possible labels is then (4 x B x C x
)= (0,0,...,0).

Alternatively, rather than employ the notion of the empty tag, only those
dimensions can be considered in which a non-empty tag is applicable. This is
the approach adopted in [7]:

Definition 3. A multidimensional dialogue act assignment system is a 4-tuple
A = (D, f,C,T) where D = Dy,Ds,...,Dy, is a dialogue act taxonomy with
‘dimensions’ D1, Do, ....Dy,, [ is a function assigning tags to utterances, C is
a set of constraints on admissible combination of tags, which additionally allow
a dialogue utterance to be assigned a tag in each of the dimensions, but never
more than one tag per dimension, and T is a set of additional labels that f may
assign to utterances—T contains such labels as inaudible or abandoned®.

Notably, the set C' should be kept relatively small to make orthogonality of
dimensions as high as possible. This ensures that any combination of tags from
different dimensions is admissible [8].

3 Ranked Annotation System

As mentioned above, multifunctionality of utterances is a result of the fact that
speakers simultaneously address several aspects of communication. Furthermore,
it could be argued that depending on the context specific aspects might be more
important than others, thereby forming a hierarchical ordering of functions, a

1Tt could be argued that a 5-tuple should be used instead. The additional element
would define a domain of the function f—a set of utterances.
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possibility hinted at already in [12]. However, it should be clear that multidi-
mensional dialogue act schemes are not capable of capturing this notion. Instead,
they implicitly treat all functions as equally important.

Surprisingly, the problem has received relatively little attention in literature.
Bunt and Geertzen [13], discussing their modifications to the kappa statistic,
remark that utterances may be argued to have a primary function and possibly
several secondary functions, and note that disagreement about the former is
usually more serious than about the latter.

Popescu-Belis observes that although multidimensional tagsets better reflect
the multifunctionality of utterances, one-dimensional tagsets offer an advan-
tage of having a much smaller search space, which leads to higher human and
automatic annotation accuracy [5]. One of the ways of overcoming the trade-
off between a rich pragmatic representation and a smaller search space is only
considering the observed tag combinations. For example, the SWDB-DAMSL
tagset [9] was developed by clustering 220 DAMSL [10] tag combinations which
occurred in 205,000 utterances of the Switchboard corpus into 42 final mutually
exclusive tags.

Instead, [5] proposes an alternative strategy. Dominant Function Approzi-
mation (DFA) assumes that a tagset specifies default values in every dimension
based on linguistic and pragmatic grounds or on frequency counts, and states
that at most one communicative function of an utterance is non-default (it is
then called a dominant function). The author notes that while the DFA might
be acceptable for current technological applications, it might not be sufficient
for a detailed linguistic analysis.

Popescu-Belis tried to verify his hypothesis by checking the number of utter-
ances with more than one non-default functions in existing annotations. Since
the number was found to be relatively small (between 3 and 8%), the DFA seems
to be correct. However, it could be argued that such findings might be a result of
specific annotation guidelines, which often instruct annotators to only mark the
most significant function. Indeed, it seems that the possibility of an utterance
having several dominant functions cannot be ruled out a priori. Moreover, the
binary distinction into dominant and default functions may well turn out to be
too restrictive.

Alternative Approach. The present approach proposes to model the relative
prominence of communicative functions by means of greater or equal prominence
relation. The term prominence will be henceforth used to denote the significance
of a communicative function relative to other functions of the same utterance.
It is assumed that prominences of every two functions of the same utterance
are comparable, i.e. it is possible to decide whether one of the functions is more
prominent than the other or whether they are equally prominent. Consequently,
the relation in question imposes a non-strict linear order on the set of functions
of an utterance. Importantly, the ordering of functions is viewed here from the
speaker’s point of view, i.e. it is assumed that in a given context accomplishing
some of the speaker’s goals is of greater importance than accomplishing some
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other goals. The lower-ranking functions may either accomplish ancillary goals
or be a means of accomplishing the higher-ranking goals. [17] suggest that en-
tailment relations [4] between communicative functions might be a major factor
influencing their relative prominence.

A set of functions of an utterance with equal prominences will be referred to
as a level of prominence. It should be clear that each level of prominence is an
equivalence class given an equivalence relation of equal prominence. Obviously,
levels of prominence can be also ordered with respect to the prominence of their
elements, i.e. one level of prominence precedes another level of prominence if the
prominence of functions in the first is greater than the prominence of functions
in the second (relation of strict linear order).

This approach might be thought of as a generalisation of the approaches
outlined above by imposing fewer constraints on the number of levels of promi-
nence. Specifically, multiple functions are allowed to have the same prominence,
i.e. every level of prominence may have more than one element. One of the con-
sequences of this is that many dominant (highest-ranking) functions are allowed.
Therefore, the approach allows for more flexibility.

It should be also noted that, unlike in the DFA, the notion of default val-
ues is not employed here. Moreover, while the DFA was proposed to simplify
the pragmatic representation of an utterance in order to improve the accuracy
of automatic and manual tagging, the present approach aims at enriching the
pragmatic representation for the needs of linguistic analysis.

Lastly, the concept of the ordering of communicative functions can be easily
incorporated into the definition of Multidimensional Dialogue Act Assignment
System (Def. 3) to capture the notion of the Multidimensional Ranked Dialogue
Act Assignment System:

Definition 4. A Multidimensional Ranked Dialogue Act Assignment System is
a 5-tuple A = (D, f,R,C,T) where D, f, C and T are as before, and R is a
relation of greater of equal prominence holding between functions represented as
tags which f assigns to an utterance.

4 Experiment

The following experiment was conducted to investigate how many dominant
functions and how many levels of prominence are identified by annotators. It is
based on an analogous experiment proposed by Popescu-Belis [5], namely partic-
ipants were asked to order functions assigned to segments with respect to their
relative prominence. However, unlike in the original design, minimal constraints
were imposed on the ordering of functions of utterances. Since approaches like
the DFA impose much stricter constraints on an annotation scheme, they would
be supported if under these conditions the proportion of utterances with more
than one dominant function and more than two levels of prominence was rela-
tively low. Otherwise, the alternative approach outlined above would be more
appropriate.
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4.1 Experimental settings

HCRC Map Task Corpus [14] was used. Map task dialogues are task related
dialogues in which participants cooperate to reproduce a route drawn in one
participant’s map on the other participant’s map. Differences between the maps
are introduced to make the task more difficult. The total duration of the data
selected for the experiments equalled 4 minutes and 43 seconds.

The tagset chosen for the experiment was the DITTT dialogue act taxon-
omy [11]. It consists of ten dimensions related to managing the task domain
(Task/Activity), feedback (Allo- and Auto-feedback), time requirements (Time
Structuring), problems connected with production of utterances (Own and Part-
ner Communication Management), attention (Contact Management), discourse
structure (Discourse Structuring) and social conventions (Social Obligations
Management).

The data were segmented into functional segments ? in accordance with [16],
and annotated by two experts. 136 functional segments were identified. Full
agreement had been reached with regard to segmentation and annotation. Im-
portantly, entailed feedback functions [4] were included in the annotations.

Four naive annotators took part in the experiment. The annotators were
undergraduate students at Tilburg University. They had been introduced to the
annotation scheme and the underlying theory while participating in a course on
pragmatics. The course comprised approximately three hours of lectures and a
few small annotation exercises on data other than map task dialogues.

All annotators accomplished both tasks individually, having received the ma-
terials (transcriptions and sound files) in electronic form. Time for the task was
not limited. To encourage high quality of annotations the students were moti-
vated by an award of 10% of the total grade for the pragmatic course.

The participants’ task was to order utterance functions to order the functions
assigned to utterances with respect to their relative importance. The ordering
was done by assigning each function a numerical value from the set of consec-
utive natural numbers, starting from “1” as the most prominent function. The
lowest possible rank was, therefore, equal to the number of utterance functions.
However, more than one function could be assigned the same numerical value.

4.2 Results and Discussion

Since it was observed that participants failed to rank functions of some segments,
the total number of analysed rankings was equal to 293 (243 and 55 for segments
with two and three functions respectively). Cohen’s kappa [18] was calculated
for 54 segments (44 and 10 with two and three functions respectively) ranked
properly by all four participants.

Inter-rater agreement values for functions assigned specific ranks are given in
Tab. 1 and 2. As can be observed, mean kappa values indicate fair to moderate

2 [15] defines a functional segment as a “minimal stretch of communicative behaviour
that has one or more communicative functions.”
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agreement. It should be borne in mind, however, that while the participants
had some experience using the DITT™ tagset, they were completely naive with
regard to ranked annotation. It could be, therefore, hoped that more experienced
annotators could achieve much higher agreement. Moreover, kappa values do
not seem to decrease substantially across ranks. Indeed, while the number of
segments with three functions was rather low, in Tab. 2 agreement for the third
rank was higher than for the second rank. These results contrast sharply with
the assumptions of the DFA, which would predict that agreement values should
drop across ranks.

Table 1. Kappa coefficient values for functions assigned specific ranks in two-functional
segments.

Annotators Rank 1 Rank 2
162 0.46 0.35
163 0.64 0.67
1 &4 0.34 0.32
26 3 0.27 0.21
2 6 4 0.41 0.37
364 0.47 0.49
Mean 0.43 0.40

Table 2. Kappa coefficient values for functions assigned specific ranks in three-
functional segments.

Annotators Rank 1 Rank 2 Rank 3
16 2 0.75 0.38 0.41
163 0.29 0.37 0.55
16 4 0.49 0.21 0.54
2 6 3 0.31 0.23 0.14
2 6 4 0.51 0.08 0.44
364 0.51 0.56 0.44
Mean 0.48 0.30 0.42

By comparison, [19] reports results of a ranking experiment using a simpli-
fied versions of the DITTT tagset and ten completely naive raters. Perhaps not
surprisingly, some the the observed kappa values were lower than those in the
present study. More interestingly, however, the value for the first rank was sub-
stantially higher than for the remaining ranks. Specifically, it was found that
for two-functional segments inter-rater agreement was equal to 0.39 for the first
rank and 0.1 for the second rank. In the category of utterances with three func-
tions kappa values equalled 0.18, 0.04 and 0.04 for the ranks of one, two and
three. Notably, the values for the ranks of two and three are identical, which
might indicate that functions with these ranks did not differ much with regard
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to their relative prominence. While these results are in accordance with the DFA
it should be noted that participants had no experience not only with ranking
but with the tagset itself. This suggests that the DFA could prove more useful
when completely naive annotators are used.

Proportions of utterances with different numbers of identified levels of promi-
nence are presented in Fig. 1. Overall, in 97% of segments the number of identi-
fied levels of prominence was equal to the number of segment functions. Only in
three out of 243 two-functional segments, and five out of 55 three-functional seg-
ments was it otherwise. Since minimally two levels of prominence were identified
in three-functional segments, at most two functions were assigned the same rank.
However, all these cases came from the same annotator, and might, therefore,
be highly idiosyncratic.

The DFA predicts that the proportion of utterances with more than two
levels of prominence should be small. Obviously, since utterances with two func-
tions can be assigned the maximum of two distinct ranks, only three-functional
segments are of interest in this respect. Although there were relatively few such
segments, as much 91% of them would not be represented correctly if more
restrictive annotation guidelines, such as the DFA, were adopted.

20 40 60 80
I I

Il Il Il Il
Segments with 2 functions Segments with 3 functions

-

Number of levels of prominence
~

T T T T
20 40 60 80

Percentage of segments

Fig. 1. Proportions of segments with different numbers of levels of prominence

Fig. 2 presents proportions of utterances with different numbers of identified
dominant functions (i.e. functions assigned the rank of one). Here the overwhelm-
ing tendency is for a segment to have exactly one such function. This was the
case for 99% of two-functional segments and 91% of three-functional segments.
The remaining cases again came from the same annotator.

Considering the results regarding the numbers of dominant functions and
levels of prominence together, it should be said that there is a very strong ten-
dency for each function to be assigned a different rank. The relation of greater
or equal prominence is, therefore, in most cases a relation of greater prominence,
i.e. it is a relation of strict linear order. Consequently, the DFA is only partially
correct. It is right in predicting one dominant function per segment but does not
differentiate between the prominences of non-dominant functions. However, it is
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interesting to note that whenever the same rank was assigned to two functions,
it was in fact the first rank in all but one case.
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Fig. 2. Proportions of segments with different numbers of dominant functions

Figure 3 presents distributions of functions of two-functional segments be-
longing to specific dimensions across ranks. While functions from most dimen-
sions are assigned the ranks of one and two with comparable frequencies, there is
a noticeable difference between frequencies of Turn Management and Feedback
functions. Specifically, Feedback functions are the most frequent of functions as-
signed the rank of one (38%), and Turn Management functions are the second
most frequent (29%). By contrast, among functions assigned the rank of two it
is the other way round with Turn Management functions comprising 43%, and
Feedback functions comprising 30%. Additionally, Task Management functions
have a higher frequency among the functions ranked second (18%) than among
those ranked first (11%). Two-tailed Fisher’s exact test was conducted to test
whether the proportions between functions depend on the rank. The result was
statistically significant with a p-value of 0.01.
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Fig. 3. Frequency distribution of ranks assigned to functions from specific dimensions
in two-functional segments. The dimension names were abbreviated as follows: Feed-
back—Auto- and Allo-feedback clustered together, Turn—Turn Management, Task—Task
Management, Time—Time Management, Own—QOwn Communication Management, Dis-
course—Discourse Management.
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Analogous result for utterances with three functions are presented in Fig. 3.
Here, except for minor differences among low frequency Own Communication
Management, Time Management, and Discourse Management functions, the
greatest differences concern functions from the Feedback, Turn Management and
Task dimensions. While Feedback functions have the highest frequency across
all three ranks but their dominance over the other two dimensions varies greatly
depending on the rank. Among functions assigned the rank of one Feedback func-
tions make up 41%, Turn Management functions make up 25%, and Task func-
tions make up 14%. This difference is even larger among functions ranked second
with respective frequencies of 57%, 14% and 10%, but is almost nonexistent in
the category of functions ranked third, where their frequencies equal 28%, 26%
and 26%. Two-tailed Fisher’s exact test was again conducted to test whether
the proportions between functions depend on rank. The result was statistically
insignificant with a p-value of 0.06.
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Fig. 4. Frequency distribution of ranks assigned to functions from specific dimensions in
three-functional segments. For the explanation of the dimensions names abbreviations
see Fig. 3.

5 Conclusions

The results reported above show clearly that in a great majority of cases the
number of identified levels of prominence tends to be equal to the number of
segment functions. In other words, each function is usually assigned a different
rank. Therefore, the relation proposed in Sec. 3 was in most cases a relation
of strict linear order. Apart from that, frequencies of functions from respective
dimensions were found to depend on rank in case of two-functional segments,
and to be independent of it in case of three-functional segments. However, since
the analysed dataset (and, in particular, the number of segments with three
functions) was relatively small, these results should be treated as preliminary.
In the light of these findings it must be said that the DFA is right in pre-
dicting that most segments have just one highest-ranking function but it fails
to account for distinctions among lower-prominence functions. It is, of course,
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a question of specific research goals whether the resulting underspecification is
considered acceptable. Regarding the notion of default values assumed in the
DFA, the fact that each function was assigned a different rank in most of the
three-functional segments seems to suggest that the usefulness of this notion is
limited. Additionally, contrary to the assumptions of the DFA, inter-annotator
agreement values were found to be similar across all ranks.

Obviously, the results obtained here should ideally be confirmed in a larger
scale annotation experiment. In addition, a number of issues not discussed here
could also be investigated. For example, rather that analyse frequencies of func-
tions across ranks globally, relative prominences of specific combinations of func-
tions could be analysed. This, in turn, should shed more light on the problem of
default functions assumed in the DFA.
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1 Introduction

French displays the possibility of both pre-nominal and post-nominal ordering
of adjectives within the noun phrase (NP)?.

(1)  un magnifique tableau / un tableau magnifique
a magnificent painting / a painting magnificient
“a magnificient painting”

(2)  un beau tableau / ??un tableau beau / un tableau trés beau
a nice painting / a painting nice / a painting very nice
“a nice painting”

The above examples show that the positionning of attributive adjectives is a
complex phenomenon: in (1) the adjective magnifigue may be in both positions
while beau strongly prefers anteposition, unless it is modified by an adverb, as
seen in (2).

The question of adjective alternation has led to many studies in French lin-
guistics ([1,2,3,4,5,6] among others). The constraints playing a role in this phe-
nomenon are said to be phonological, morphological, syntactic, semantic, discur-
sive and also pragmatic. Only one of the proposed constraints is categorical in
the sense that it imposes a specific position to an attributive adjective: the pres-
ence of a post-adjectival complement (3) or modifier (4) only allows postposition
of the adjective.

3 The position of the adjective can imply semantic change, for specific adjectives (i)
or specific noun-adjective combinations (ii):

(1) un coffre ancien vs. un ancien coffre
a chest old a old chest
“ an old chest vs. a former chest”

(ii) un gros fumeur / un fumeur gros / un gros chanteur
a big smoker a smoker big a big singer
“an heavy smoker / a fat smoker / a fat singer”

We do not take into consideration these kind of semantic changes in this article. Our
work focuses on the form of the adjective.
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(3)  un homme fier de son fils / *un fier  de son fils homme
a man proud of his son /a proud of his son man
“a man proud of his son”

(4)  un entretien long de deux heures / *un long de deux heures entretien.
a interview long of two hours /a long of two hours interview
“ a two hours long interview ”

The other constraints participating in the alternation between anteposition
and postposition are not categorical. For instance, as noted in the corpus studies
of [1,2], length and frequency are preferential constraints: short adjectives, as well
as the most frequent ones, tend to be anteposed.

In order to account for preferential constraints, we present along the same
lines as [7], a quantitative study of the position of attributive adjectives, based on
two corpora: the French Tree Bank (henceforth FTB) and the Est-Républicain
corpus (henceforth ER). The aim of this article is to propose a prediction model
based on interpretable constraints and to compare their prediction capacities in
order to better estimate their respective contribution in the choices guiding the
placement of adjectives.

2 Methodology

Building the datatable The first step of this work is to collect the data concerning
adjectives and capture the constraints found in the literature. The study is based
on the functionnally annotated subset of the FTB corpus [8]!, which contains
12351 sentences, 24098 word types and 385458 tokens. It is, for the moment, the
only existing treebank for French. We extracted all the occurrences of attributive
adjectives from this corpus®, and filtered out numeral adjectives®, adjectives
appearing in dates’, abbreviations® and incorrectly annotated occurrences. We
also discarded the 438 adjectives occurring with a post-adjectival dependent
since postposition is imposed (see (3) and (4)) by a categorical constraint that
overrides any other preferential constraint. The remaining adjectives constitute
the basis of the datatable, to wich we have added information on the position of
each adjective with respect to the noun it modifies, and 11 other variables that
we describe in section 3.

Three variables of our study (FREQ, COLLOCANT and COLLOCPOST) were
extracted from the ER corpus for more reliable counts. The raw corpus is a
147,934,722 tokens corpus, available on the ATLIF website’. It was tagged and

4 This subset corresponds to the part that was manually corrected.

% We identified attributive adjectives using the following pattern in the treebank : an
adjective occuring with an nominal head within a NP is an attributive adjective.

6 Cardinal numerals such as trois ’three’, vingt *twenty’, soizante ’sixty’... are some-
times annotated as adjectives in the FTB.

" Examples of dates containing adjectives : "[18]aps [mars|n", "[lundi]n [31]ap.s".

8 Nouns or adjectives are viewed as abbreviations if their last letter is a capital letter.

9 hitp://www.cnrtl.fr/corpus/estrepublicain,/
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lemmatized with the Morfette system [9] adapted for French. This corpus was
used to compute the frequency of every adjectival lemma as well as Adjective-
Noun and Noun-Adjective collocations.

The datatable contains 14804 occurrences corresponding to 1920 adjectival
lemmas. 4227 (28.6%) tokens appear in anteposition, and 10577 (71.4%) in post-
position. Table 1 shows that the adjectival lemmas displaying position alternance
represent only 9.5% of all lemmas, yet these few lemmas correspond to 5473 oc-
currences, i.e. 37.0% of the datatable, which means that they are highly frequent
adjectives.

Note that among the alternating adjectives (occurring in both positions), the
ratio between anteposed and postposed occurrences is the reverse from that of
all adjectives: there are 3727 anteposed (68,1%) and 1746 postposed (31,9%)
adjectives. Alternating adjectives thus show a preference for anteposition. The
general pattern is therefore that postposed adjectives tend to be infrequent lem-
mas occurring only in postposition, whereas alternating adjectives tend to be
frequent and to prefer anteposition.

anteposed|postposed |both positions|Overall

number of lemmas 125 1613 182 1920
6.5% 84.0% 9.5% 100%
tokens| 500 8831 5473 14804

3.4% 59.7% 37.0% 100%
Table 1. Distribution of adjectival lemmas and tokens according to position

Statistical inference and logistic regression We used logistic regression models
[10] in order to best estimate the distribution of adjective positions using the
variables from the datatable. Formally, a logistic regression is a function for
which values can be interpreted as conditional probabilities. Its analytical form

is as follows:
ePX

Tante = W (1)

where, in our case, Tante i the probability for the adjective to be anteposed and
[ corresponds to the abbreviation of the sequence of regression coefficients «,
Bo--. Bn, respectively associated with the predicting variables Xj... X,. Given
a scatter plot, the calculation of regression consists in the maximum likelihood
estimation of o and §; parameters for each variable in a logit space.

This type of modelling consists in the combining of several explicative vari-
ables (binary or continuous) to predict the behaviour of a single binary variable,
here the position of the adjective. More precisely, we estimate the probability
of anteposition as a function of 11 variables. Given one adjectival occurrence
and the value of the 11 explanatory variables attributed to this occurrence, the
model predicts postposition if the probabilty is lower than 0.5, and anteposition
if the probability is higher or equal to 0.5.
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In order to evaluate the relevance of the constraints, we compare prediction
models based on different constraint clusters. We use a 10-fold cross-validation
to compute the accuracy of each model (noted p and its standard deviation o).
The accuracy represents the proportion of data that is correctly predicted.

The comparison of the different models takes as a reference the accuracy of
the baseline model: n = 71.4%(c = 0.019). This model does not contain any
explanatory variables and systematically predicts postposition. Its accuracy thus
corresponds to the proportion of postposed adjectives in the datatable.

3 Variables

The variables we use in our logistic regression models are derived from the con-
straints found in the literature on attributive adjectives in French. They are
summarized in table 2. Each model is based on different sets of constraints ac-
cording to specific properties. The first set (COORD and ADV) concerns the syn-
tactic environment of the adjective, the second is based on length and frequency
(ADJ-LENGTH, AP-LENGTH and FREQ), the third one on the lexical proper-
ties of the adjectival item (DERIVED, NATIO, COLOUR and INDEF). Finally, the
fourth group examines collocationnal effects of the Noun - Adjective combination
(CoLLOCANT and CoLLOCPOST).

Variables Types Description

COORD bool adjective in coordination or not

ADV bool adjective with pre-modifying adverb or not
ADJ-LENGTH real length of the adjective in syllables
AP-LENGTH  real length of the AP in syllables

FRrREQ real adjective frequency in the ER corpus
DERIVED bool derived adjective or not

NATIO bool adjective of nationality or not
COLOUR bool adjective of colour or not

INDEF bool indefinite adjective or not

CoLLOCANT real score for the adjective-noun bigram

CoLLocPosT real score for the noun adjective bigram
Table 2. Summary table of variables and their values (bool = boolean and real = real
number)

Coordination (COORD) In a competence account of attributive position like
in [5], the position of coordinated adjectives is not restricted, as can be seen in
example (5) (from [5]).

(5)  une belle et longue table / une table belle et longue
a  beautiful and long table / a table beautiful and long
“a long and beautiful table”
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However, 94.6% of coordinated adjectival occurrences (i.e. 758 occurrences) are
postposed in our data. Usage-based data thus suggests that coordination is a
factor that strongly favours postposition.

Presence of a premodifying adverb (ADV) The general constraint is the same as
for coordination: the presence of a pre-adjectival modifier does not restrict the
position of the modified adjective (example (6)).

(6)  une trés longue table / une table trés longue
a very long table / a table very long
“a very long table”

[5] point out that adjectives can be postposed with any adverb whereas only
a small set of adverbs allows anteposition. This is confirmed in our datatable:
11 types of adverb!? are observed with anteposed adjectives, while 119 different
types appear with adjectives in postposition. Furthermore, the adverbs found
with adjectives in anteposition are not specific to this position, they also appear
with postposed occurrences. From a general quantitative point of view, 74.9% of
the premodified adjectival occurrences are in postposition.

Length Numerous works on word order use the notion of length: for attributive
adjectives in French [1,2], for word [11,12] and constituent [13,14,15,7] alternation
in other languages. The main idea is expressed by the principle short comes
first, i.e. short elements tend to appear first. Here, we consider length in terms
of number of syllables and we introduce two variables: length of the adjective
(ADJ-LENGTH) and length of the adjectival phrase (AP) (AP-LENGTH)!.

Lemma frequency (FREQ) In his corpus study, [2] observes that high frequency
is correlated with anteposition. In this work, we built a dictionary of frequency
for each adjectival lemma in the ER corpus. We consider that frequency in ER
better estimates the probability of use of an adjective than frequency in FTB,
given the importance of the data (almost 1.5 million words for ER vs. 385,000
words for FTB)'2.

Derived adjectives (DERIVED) Adjectives may be derived from other parts-of-
speech: e.g. from verbs (past participles, present participle, by suffixation: -ible
faillible’ (faillible) |/ -able ’faisable’ (doable) /if ’attractif’ (attractive) or from

10 The 11 adverbs are : ’encore’ again, 'désormais’ from now on, ‘moins’ less, ‘peu’ not
much, 'plus’ more, ’si’ so, *tout’ very, trés’ very, 'trop’ too, 'bien’ well, ’aussi’ also.
We obtain the number of syllables using the speech synthesis software ELITE [16]. It
counts the number of syllables for every token, taking into account the actual form of
the adjective (feminine versus masculine, for instance) as well as the possible effects
of sandhi phenomena, like the liaison phenomenon. The value associated to each
adjectival type corresponds to the mean of all its tokens length.

The FREQ value of an adjective is 0 if the adjective is in the datatable but not in the
ER corpus. Frequency being considered as a mere estimator, the model will handle
such data similarly to very low non-null values.

11

12
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nouns (‘métallique’ (made of metal), ’scolaire’ (academic), *présidentiel’ (presi-
dential)). These adjectives are described as prefering postposition. We marked
them with the variable DERIVED!3.

Lexico-semantic classes Most reference grammars state that objective adjectives
(i.e. adjectives for which the semantic content is perceptible or can be infered
from direct observation) are postposed. Objective adjectives are classified into
sub-groups like form, colour, physical property, nationality, technical terms...
In order to estimate the relevance of lexico-semantic classes for the placement
of adjectives, we test the predictive capacity of two classes by means of two
variables: NATIO for nationality'4 and cOLOUR for colour!®.

We also added the class of indefinite adjectives. These adjectives are spe-
cial in the fact that their syntacitc properties show a hybrid behaviour between
determiners and adjectives. On the one hand, indefinite adjectives may intro-
duce and actualise the noun, like determiners. On the other hand, they may
co-occur with a determiner and can be placed in post-nominal position, even
though they favour anteposition. These latter properties are specific to attribu-
tive adjectives. The adjectives we identified as indefinite in our datatable are:
'tel’ (such), ’autre’ (other), 'certain’ (some/sure), ’quelques’ (few), 'divers’ (var-
ious), 'différent’ (different), 'maint’ (numerous), nul’ (null/lousy), ’quelconque’
(any/ordinary), 'meéme’ (same/itself). They are marked by means of the variable
INDEF.

Collocations Tt is well known that the nature of some Adjective-Noun combi-
nations is strongly collocational. This implies that the position of attributive
adjectives in French should also be influenced by collocational effects. The collo-
cation score in our datatable corresponds to the frequency of the Adjective-Noun
(CoLLocANT) and Noun-Adjective (CoLLOCPOST) bigrams in the ER corpus.
We use raw frequency relying on the idea that the frequency of stored elements
directly affects the representation of these elements [19]. As a further support,
the experiment conducted by [20] shows that judgements elicited from human
subjects about adjective-noun pairs in English are highly correlated with the
co-occurrence frequency'®. This suggests that frequency is a good association
measure of collocational bigrams.

13 The adjectives derived from another part-of-speech (noun or verb) are collected using
the software of derivational morphological analysis DERIF [17].

14 Using the dictionnary PROLEXBASE [18].

!5 Using the dictionnary CHROMA: http://pourpre.com/chroma/.

16 The authors pointed out that frequency has the best correlation score compared
to other association scores: conditional probability of the noun given the adjective,
log-likelihood ratio, selectional association measure.
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x3
Tante = &W7 where
XB= +40.86 oAk
—0.53 COORD =1 *
—0.55 ADJ-LENGTH ***
—0.41 AP-LENGTH ***
+0.00003 FREQ *ok*
—0.47 DERIVED — 1 *¥%
+1.74 INDEF — 1 *k*
—5.25 NATIO = 1 *k*
—15.05 COLOUR =1
+0.003 COLLOCANT ***
—0.003 CoLLocPosT ***

Fig. 1. Formula of prediction model, significant effects are coded *** p<0.001, **
p<0.01, * p<0.1

4 Prediction model of attributive adjective position

The prediction model is built with all the variables described in part 3 and
maximized with a backward elimination procedure based on AIC criterion [21]'7.
The ADV constraint’s contribution to the model is not significant according to
the procedure. It was thus eliminated. The model is presented in figure 1.

As we expected, the variables COORD, ADJ-LENGTH, AP-LENGTH, DERIVED,
NATIO, COLOUR and COLLOCPOST tend to favour postposition, whereas FREQ,
INDEF and COLLOCANT vote for anteposition.

Compared to the baseline model performances (u = 71.4%, 0 = 0.019), this
model has a significantly better accuracy (u = 88.6%, o = 0.01). The prediction
performances are presented in table 7.

In order to compare the effect of different constraint clusters, we built 4
prediction models based on different groups of variables: a Syntactic model con-
taining COORD'®; a Lezical property model with NATIO, COLOUR, INDEF and
DERIVED; a Frequency-Length model containing the variables ADJ-LENGTH, AP-
LENGTH and FREQ and a Collocations model containing COLLOCANT and COL-
LocPosT.

Syntactic model (COORD). First, the comparison shows that the effect of the
syntactic constraint COORD is insignificant when it is not combined with other
constraints (Syntactic model accuracy: p = 71.4,0 = 0.02). Moreover, the elimi-
nation of the ADV constraint from the prediction model strengthens the idea that
syntactic constraints have no important predictive power. This can be partly ex-

17 Note that for this particular model forward selection procedure gives the same re-
sults.

'8 We do not integrate the ADV constraint in the Syntactic model because the elimina-
tion with the AIC procedure already shows its lack of predictive power within the
global model.
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Predicted position|% Correct
P A
observed|P|10208 369 96.5%
position|A| 1323 2904 | 68.7%

Overall accuracy: p = 88.6% (o = 0.001)
Table 3. Classification table for prediction model

plained by the fact that these two variables are relevant for a very small set of
data: Apv and COORD represent respectively 5.2% and 5.4% of all the data.

Predicted position|% Correct
P A
observed|P| 10574 3 99.9%
position|A| 4227 0 0%

Overall accuracy: u = 71.4 (¢ = 0.02)
Table 4. Classification table for Syntactic model

Letzical properties model (NATIO, COLOUR, INDEF and DERIVED). Second, lexical
properties are relevant when they are not combined with the other constraints
(Lezical properties model accuracy: p = 74.7,0 = 0.02). This observation en-
courages us to extend the number of semantic classes in order to improve our
modelling.

Predicted position|% Correct
P A
observed|P| 10506 71| 99.3%
position|A| 3681 546 | 12.9%

Overall accuracy: p = 74.7 (o = 0.02)
Table 5. Classification table for Lexical properties model

Frequency-Length model (ADJ-LENGTH, AP-LENGTH and FREQ). Third, we
note that the variables of length and frequency have the most important pre-
dictive power (Frequency-Length model accuracy: p = 85.8,0 = 0.009). It is
interesting that both variables are said to be led by processing ease. Length is
positively correlated with complexity, be it from an articulatory point of view
[22,23] or a syntactic one [14,24]. Based on the idea that the general process-
ing cost is reduced when less complex elements precede more complex ones, it
is expected that short adjectives should favour anteposition. Likewise, as [19]
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argues, each use of a word is stored in the memory of locutors and added to
the mental representation that they have of it. Each occurrence reinforces the
mental representation and makes it more accessible for the locutor to process. In
other words, a highly frequent item is highly accessible, and thus easy to process.
Consequently, highly frequent adjectives are also expected to be anteposed for
the general processing ease of the NP. The importance of both constraints in the

prediction may be viewed as a support for these claims!®.

Predicted position|% Correct
P A
observed|P|10122 455| 95.7%
position|A| 1654 2573 60.9%

Overall accuracy: p = 85.8 (o = 0.009)
Table 6. Classification table for Frequency-Length model

Collocations model (COLLOCANT and CoLLOCPOST). Fourth, the Collocations
model shows that the frequency of bigrams also represents a good predictor (Col-
locations model accuracy: p = 79.7,0 = 0.013). This observation is linked to the
above-mentioned idea that frequency of use has an effect on mental representa-
tions. Indeed, as in [19] and in works on construction grammar [25,26], we may
hypothesize that units larger than words are stored.

Predicted position|% Correct
P A
observed|P| 10495 82 | 99.2%
position|A| 2930 1297 30.7%

Overall accuracy: p = 79.7 (¢ = 0.013)
Table 7. Classification table for Collocations model

To conclude this section, note that a large proportion of constraints playing
a significant role in the studied phenomenon relates to the adjectival item (ADJ-
LENGTH, FREQ, NATIO, COLOUR, INDEF and DERIVED). The choice of position
thus seems largely determined by the use of a specific item.

19 Note that frequencies are biased by the journalistic nature of corpora: adjectives of
nationality are frequent despite the fact that they are postposed in most cases. Nev-
ertheless, the variable NATIO of the global prediction model votes for postposition,
which neutralizes the frequency effect.
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5 Conclusion

We examined the question of position alternation of attributive adjectives in
French using quantitative methods applied to corpora. One can draw several
conclusions from the logistic regression models that we proposed. First the sat-
isfactory results of our general model show that a good part of the modeling
can be done on the basis of the form without considering the semantics due to
position. Moreover, this work points out that lexical properties, including se-
mantic classes, are relatively good predictors. These conclusions suggest that
our knowledge on the very nature of adjectival items plays an important role in
their positionning. Nevertheless, the prediction performances may be improved
by taking more semantics into account: adding information for other semantic
classes should naturally enhance the model. The question however remains on
how to capture and formalise semantic relations in a quantitative study. Finally,
our work outlines the importance of length and frequency-based constraints.
This confirms the role of the nature of adjectives, but it also shows that usage
strongly participates to the building of linguistic knowledge, and hence to the
positionning of adjectives.
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Embodied determiners

Simon Pauw and Michael Spranger

Sony Computer Science Laboratory Paris {simon|spranger}@csl.sony.fr

Abstract. In this paper we test the dominant paradigm for modeling
the semantics of determined noun phrases called Generalized Quantifier
Theory in embodied interactions with robots. We contrast the traditional
approach with a new approach, called Clustering Determination, which
is heavily inspired by research on grounding of sensorimotor categories,
and we show that our approach performs better in noisy, real world,
referential communication.

1 Introduction

This paper focusses on semantic models of the grammatical class of determiners
(e.g., all, the) and their use in determined noun phrases for embodied artificial
agents that communicate in and interact with the real world. The dominant
paradigm for modeling the semantics of determined noun phrases is generalized
quantifier theory [Barwise and Cooper, 1981], which is a theory deeply rooted
in logical theories of quantification [Mostowski, 1957]. It has been successfully
applied to formal semantics, i.e. truth conditional semantics, with substantial
influence on linguistics over many years [Westerstahl, 1995, Lappin, 1997]. In
applying this theory to natural language, determined noun phrases are modeled
as assertions over sets that have some property.

Here, we study the applicability of the theory to situated interaction scenar-
ios, where embodied artificial systems try to reach goals in the real world using
language. For instance, in spatial language games [Steels, 2001] robots try to
draw the attention to an object in the environment using a phrase like the left
block. Attention is confirmed by the hearer through pointing at the object or
giving it to the speaker. Such a model of communication understands language
as a tool to reach certain aims, and it has provided many insights into how
agents can self-organize sensorimotor categorical systems, for instance, for color,
postures and space [Bleys et al., 2009, Spranger and Loetzsch, 2009, Spranger
et al., 2010Db]. In this line of research, insights from prototype theory [Rosch and
Lloyd, 1978], which stress graded category membership, are the key to making
systems adaptive and flexible enough to succeed in real world communication.

In this paper we present a concrete implementation of Generalized Quantifiers
(GQ) that allow agents to take part in situated interactions. In a second approach
we extend the insights from sensorimotor categorization to incorporate complex,
compositional semantic structure, and propose an implementation of determiners
that differs substantially from the Generalized Quantifier approach. We show
that our approach called Clustering determination performs better and more
reliably in real world communicative situations.
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2 Embodied interaction

.
[
|l

Fig. 1. Left: example scene consisting of various objects, e.g., robots, blocks and boxes.
Right: world models constructed by each robot reflecting the current knowledge about
the environment.

Figure 1 shows an example scene with two robots interacting in a shared
environment. Each robot perceives the world through its own onboard sensors,
e.g., the camera and proprioceptive sensors. The vision system [Spranger, 2008]
gathers information from the sensors into a world model, that reflects the current
belief of a robot about the state of the environment. Starting from this model,
the speaker agent will choose a topic, which can be any object or subsets of
objects in the environment, collectively referred to as topic hereafter. The goal
of the speaker in the scenario described in this papers is to draw the attention of
the interlocutor to the topic and make him point to it or to each of the objects
that are the topic.

In order to reach their communicative goal, speakers go through a planning
process which progressively builds semantic structure that most likely helps to
reach the particular goal. Since the communicative goal is to help the hearer
identify the topic, semantic structure represents a series of operations that the
hearer has to go through in order to single out the objects that are the topic. Fig-
ure 2 shows the semantic structure underlying the utterance the left block. This
particular structure consists of an operation that introduces the current context
get-context, followed by apply-class which applies the object class block, the
result of which is fed to the operation apply-spatial-category, which processes
the data using the spatial category left, and finally, apply-selector which will
compute the topic using the selector unique!. We will see later how these opera-
tions are precisely implemented for the two approaches, discussed in this paper.

For verbalizing, semantic structure agents are equipped with a rule based
system called FCG [Steels and De Beule, 2006] that maps semantic structure to
syntactic structure and back using the linguistic knowledge of an agent. Here, we

! Much more can be said about this structure and how it is constructed by agents.
The interested reader is referred to Spranger et al. [2010a] for more information.
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(get-context ?ctx)

(

Al
(apply-class  ?set-21  ?ctx  ?class)

N

(apply-spatial-category ?set-32  7?set-21 ?cat) (bind  object-class ?class  block)
‘/ \
(apply-selector ?topic  ?set-32  ?selector) (bind  spatial-category ~ ?cat left)

I

(bind  selector  ?selector unique)

Fig. 2. Semantic structure representing the meaning of the utterance the left block. The
network contains bind-statements that introduce semantic entities (e.g., the object class
block), as well as operations that define what to do with these semantic entities. Links
in the network are defined by variables (starting with a ?), e.g., the output of operation
apply-class is linked to apply-spatial-category through the variable 7set-21.

equipped agents with lexical items for spatial categories (e.g., left, back, front,
right), object classes (e.g., block, box, robot, thing) and selectors (e.g., the and
all, where the maps to unique). Moreover, rules for determined adjective noun
phrases, determined noun phrases, and determined spatial phrases like all blocks
left of the box are provided [Spranger et al., 2010Db].

3 Generalized Quantifiers

We now turn to the actual implementation of operations. Our first approach to
modeling determined phrases is based on the notion of generalized quantifiers
[Barwise and Cooper, 1981]. There, a noun or verb phrase denotes a property
that can be represented as a function from entities to truth values, in other
words, as the set of entities for which the property holds. Consequently, the
interpretation of ball is the set of all balls B in a context, and are red is the set
of all things that are red R. Determiners then are understood as set relations.
For instance, the sentence all blocks are red can be modeled as B C R. The
determined noun phrase is therefore modeled as a function from a set to truth
values, in other words, a generalized quantifier. For example, the determined
noun phrase all blocks is interpreted as a function f(P) that is true iff B C P.
In accordance with this model, we implement the operations recruited in
semantic structure (as seen in Figure 2) based on the notion of set membership.
For instance, the operation apply-class, when passed an input set and an object
class like block, will return a set with all elements that belong to that class. The
decision on set membership is based on the visual system, which tracks different
classes of objects over time using dedicated visual algorithms tracking blocks,
robots and boxes separately. In the semantic structure in Figure 2, the output
set of the apply-class operation is passed to apply-spatial-category, which will
filter all elements that are in this set and are left and thus return all left blocks.
Here, all objects that are within a cone of 90° to the left of the reference system
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are considered. Next the operation apply-selector is executed. This operation
computes all the sets for which the generalized quantifier yields true. In the
case of the determiner the, it tests if the set of left blocks contains precisely one
element and if so, makes that element the referent of the noun phrase. For the
determiner all, it is checked if the set of left blocks is non-empty and subsequently
returns the entire set as referent.?

One might be tempted to question how general this particular modelling ap-
proach is. For the concrete filtering operations, i.e., those for applying categories
of various kind, probably other mechanisms are possible, but the main point
from this section is that no matter what the particular implementation is, set
membership is at the heart of it, because GQ are defined in terms of sets or
properties. However, having a strong set notion of category membership quickly
leads to problems in embodied interaction scenarios, because two agents might
disagree on the category membership of an entity close to the category bound-
ary due to perceptual noise and different viewpoints on the scene. In the next
section we propose a model that tries to deal with such cases by introducing
graded category membership and by a mechanism that postpones the decision
of determining the referent until all categories have applied.

4 Clustering Based Determination

Our second approach to determined phrases is inspired by ideas from prototype
theory about how humans categorize objects [Rosch et al., 2004, Lakoff, 1987,
Langacker, 1988]. In contrast to traditional theories about categorization, these
theories propose models of graded category membership, with some objects being
more central to a category than others. Much work has been done on grounding
graded categories, and it was shown that domains such as color [Berlin and Kay,
1993, Bleys et al., 2009], but also actions [Spranger and Loetzsch, 2009] are best
understood in terms of prototypicality effects. However, these approaches do
not study determined phrases. Here, we propose a concrete implementation of
graded category membership that is extended by determination.

We represent graded categories using a scoring mechanism. In terms of the
semantic structure in Figure 2, an operation that applies a category to a set of
objects, such as the operation apply-class, will score the objects in the set as
to how similar they are with respect to the class or category in question (with
a score of 0 denoting no similarity and 1 meaning most similar). The objects
are categorized by copying them to the output set and by multiplying their
original score with the score reflecting the currently processed category mem-
bership. Hence, in contrast to the generalized quantifier approach objects are
not filtered but copied and scored. Let us, for instance, look at what happens,
when the category left is applied, which in the semantic structure of Figure
2 follows the application of the object class block. The input set to the opera-
tion apply-spatial-category, thus, consists of all objects in the context, with a

2 For efficiency reasons we only compute those properties that are a subset of the
noun, which can be safely done for conservative quantifiers.

187



3. LANGUAGE AND COMPUTATION

M generalized quantifiers Bclustering determination

elements singletons easy subsets

Fig. 3. Average communicative success (and variance) for 8 times 2000 interactions
on spatial scenes such as in Figure 1. Three experimental conditions were tested to
compare the generalized quantifiers (GQ) and clustering determination approach.

score reflecting their membership to the object class block. The category left
is implemented as a direction vector pointing to the left, and similarity to the
category is computed via the angle distance between object and category (using
an exponential decay enveloped angle distance). Hence, if the object is lying to
the right it will get a score close to 0, and a score of 1, if it lies directly to the left
of the coordinate system. Since all objects are already scored by their similarity
with block, that score with is multiplied with the score for the category left.

In order to select entities from this set using a determiner, the particular
communicative goal of an agent is considered. For instance, the determiner the
(selector unique) which is used to pick out one particular object from the context,
is implemented as picking the object with the highest score from the input set
to the operation apply-selector. Hence, the referent of a phrase like the right
yellow block is the object which is most similar to the categories right, yellow
and block. The all determiner on the other hand is implemented as a clustering
algorithm, which segments data into two classes: the objects belonging to the
category combination denoted by such an utterance and the ones not. We used
a k-means [Lloyd, 1982] algorithm with & = 2, which segments the input data
set based on the scores of objects. As a result, the input set is divided into two
possible classes, one of which has a higher score centroid and thus is the set
denoted by the phrase. apply-selector returns the set with the highest score
centroid. Notice that k-means can fail when, for instance, when all objects have
the same score. In that case we consider the whole input set.

5 Results

Due to space constraints we were only able to sketch the implementation of par-
ticular prototypes, object classes and selectors for the two approaches discussed
in this paper. But, it must be stressed that the same principles apply to other
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object classes, e.g., box, robot, thing and spatial categories e.g., right, front,
back. Equipped with the machinery for parsing and producing utterances, agents
play many language games in different spatial setups (Figure 1 is an example
of roughly 250 spatial scenes). Each interaction is either a success, if the hearer
correctly points to all topic objects, or a failure, otherwise.

Figure 4 shows how the two approaches presented in this paper perform.
We compare the communicative success of GQ with clustering based determi-
nation in three experimental conditions: elements, singletons and easy subsets.
The graphs show that for the easy subsets condition both approaches perform
well and reach success in all interactions, which immediately follows from the
fact that easy subsets only include all blocks, all boxes or all robots. The vision
system tracks these classes reliably without any errors, which implies that gen-
eralized quantifiers work well, when the knowledge about the state of the world
is extremely accurate and precise.

The two interesting conditions are the elements and singletons conditions,
which test the performance of the and all determination on single blocks or a
set containing a single block respectively. Since in both approaches agents have
to talk about blocks they are bound to use spatial categories to discriminate
between the two or more blocks present in every scene. The difference between
the two conditions is that in in the elements condition they are forced to use the
the determiner, whereas in the singletons case all is used. In both cases a clear
advantage for clustering determination is apparent, with the elements condition
showing this most salient (clustering determination: 100% success, GQ: around
50% success). In the singletons condition k-means clustering determination is
directly compared with generalized quantifiers, which achieve success in roughly
50% of the interactions, compared to 80% success of k-means.

It is interesting to note, that while there is no difference in performance
for generalized quantifiers across the two interesting conditions there is quite a
substantial difference in performance for the clustering determination approach.
This can be explained with additional information available to the hearer when
confronted with a the determined phrase. In such cases, the hearer only has to
find the best matching element in the context, that is, the object which is most
similar with respect to the semantic structure of the utterance. This information
is missing in the case of all determination. How many objects are potentially
in the topic set, needs to be explicitly recovered by interpreting agents. On the
other hand, this additional information makes no difference in the case of GQ,
where the set denoted by the utterance is strictly determined by the categories
and, hence, there is no dynamic segmentation of the context based on similarity.

6 Discussion and Conclusion

The experimental results clearly show that the clustering determination model
performs better than generalized quantifiers in embodied situated interactions.
But, one could wonder if our implementation of generalized quantifiers is gen-
eral enough to draw any strong conclusions. Could we improve the results by
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choosing other categorization mechanisms? The general problem with general-
ized quantifiers is that we have to compute strict sets. Even if we look for other
means of categorization, the problem remains that the determiner itself can, in
some sense, not influence the manner in which sets are computed. The only task
of the determiner is to reason over sets not construct sets to reason over. This
is conceptually different in the second model, where it is essentially upon the
determiner to construct sets. It is this design choice that in a nutshel is the
difference between the two approaches.

Another point of concern is the generality of the clustering model. It should
be clear at this point that for situated interactions we need a mechanism that
can deal with vagueness, but there are other proposal for this such as fuzzy set
theory [Zadeh, 1965] and supervaluation theory [Fine, 1975]. Why didn’t we base
ourselves on these? These theories provide a logical framework for graded cate-
gory membership but do not depend on any specific procedure for computing the
vague category borders. Here we provide a model that could well be integrated
in either theory. To cast our model into either framework might be an interesting
point of further research, but is not of interest for the presented experiment.

In the context of language games, semantics is not about truth but about
communicative goals (e.g., performing actions, pointing out an object or event,
sharing intention) [Steels, 2001]. If an agent chooses to use a specific word or
grammar construction, he does so because it contributes to the communicative
goal. Generalized quantifiers, on the other hand are concerned with establishing
truth. This discrepancy is reflected in the experimental results. With the gener-
alized quantifier model, the introduction of the determiner the, does not give rise
to a higher communicative success. This is due to the fact that the is a special
case of all, so it does not provide the agents with additional information that
helps discriminating the referent.

We have demonstrated why we need a model for determined noun phrases
that diverges from the standard generalized quantifier interpretation. General-
ized quantifiers rely on strict category membership which, as we have shown by
means of an experiment, performs poorly for a world model that is based on real
world perception. Using prototype theory and standard clustering methods we
propose an alternative model and were able to show that, indeed, this model is
more robust in noisy real world communicative interactions.
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Phonetic Alignment Based on Sound Classes

A New Method for Sequence Comparison in Historical Linguistics

Johann-Mattis List (July 23, 2010)

Heinrich Heine University Diisseldorf

Abstract. In this paper, I present a new method for the automatic implementation
of pairwise and multiple alignment analyses in historical linguistics which is based
on sound classes and implemented as a Python library. While sound classes are
usually employed in historical linguistics as a stochastic device for detecting pos-
sible sound correspondences among languages and the proof of genetic relation-
ship among languages, it shall be shown that they are equally well apt for phonetic
alignment tasks. Moreover, they have two further advantages: Firstly, due to the
fact that sound classes constitute a rather small alphabet, they are perfectly apt for
subsequent use in biological software tools for sequence alignment, which makes
it possible to carry out quick pairwise and multiple alignment analyses. Secondly,
since sound classes can be based on explicit historical considerations regarding pho-
netic similarity, the alignments are capable of yielding certain outputs which cannot
be retrieved by applying similarity metrics which are solely based on synchronic
phonetic resemblences.

1 Sequence Comparison and Alignment Analyses in Historical
Linguistics

Among the different aspects of comparative-historical linguistics, sequence comparison
plays a crucial role. It constitutes the basis of the comparative method which seeks to
detect regular sound correspondences in lexical material of different languages in order
to prove their genetic relationship and to uncover the unattested ancestor language by
means of linguistic reconstruction [1]. Since sequences — in contrast to sets — consist of
non-unique elements which retrieve their distinctive function only because of their order,
sequence comparison is always based on phonetic alignment, i.e. the corresponding pho-
netic segments of two or more sequences are ordered in such a way that they are set against
each other.

In the following, I shall present a new method for phonetic alignment, which is not
only easy to implement and to modify but also explicitly historically oriented. The paper
is structured as follows: After giving a short introduction into the basic algorithms which
are usually employed when carrying out pairwise and multiple sequence alignments, I shall
describe the method by presenting the basic idea behind the sound classes employed and
their implementation in the Python library. In a further step, I shall discuss the performance
of the method in contrast to an alternative proposal by G. Kondrak [2].
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2 Basic Procedures for Alignment Analyses

2.1 Pairwise Alignments

Almost all procedures for alignment analyses in historical linguistics which have been
proposed so far are based on the Dynamic Programing Algorithm (DPA) which was in-
dependently proposed by different scholars as a way to carry out sequence alignments in
such different disciplines as biology, linguistics, and gas chromatography [3]'.

The basic idea of the DPA is to create a matrix which confronts all segments of the se-
quences under comparison either with each other or with alternative null-sequences (fills).
In a further step, the algorithm seeks the path through the matrix which is of the lowest
general cost. The general cost is cumulatively calculated by means of a specific scoring
function that penalizes the matching of segments with each other and the insertion or
deletion of segments in the two sequences. Figure 1 illustrates this process for the align-
ment of Engl. “heart” vs. Germ. “herz” based on the Levenshtein scoring function which
penalizes both fills and mismatches with 1. The left matrix shows the shortest alignment
path chosen by the algorithm, the right matrix reflects the cumulatively calculated costs
for each cell (for a more detailed description of the algorithm, cf. [6]).

Fig. 1. DPA-Matrix for Engl. “heart” vs. Germ. “herz”

T AR of[1]2]3]4]5
P b e 1jof1]2]3]4
R e IR NS 2[1]of1]2]3
fjf;f;f;r;r; 31211112
S 437222172

Regarding alignment analyses in historical linguistics, three aspects of the DPA are of
crucial importance: (1) the basic part of the algorithm which iterates over the matrix, (2)
the scoring function for segment-to-segment comparison, and (3) the pre-segmentation
of the linguistic units, i.e. the transcription of the phonetic characters, carried out when
compiling the datasets for sequence comparison. All these aspects have a crucial impact
on the quality of the alignments created by the procedure.

While earlier approaches mainly concentrated on the scoring function [7][2] or addi-
tional edit operations [2] the method proposed here divides sounds into specific classes
whose members show a high probability of interchange during language evolution.

! As examples for different proposals regarding the DPA, cf. e.g. [4] and [5]
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2.2 Multiple Alignments

While pairwise alignment analyses can be carried out without problems using the above-
mentioned dynamic programming algorithm or certain of its extensions [8][9][10], mul-
tiple sequence alignments (MSA) have to make use of certain heuristics which do not
guarantee that the optimal alignment for a set of sequences has been found, since the
computational effort increases enormously with the number of sequences being analysed
[6, 345]. The most common heuristics which is applied in computational biology are the
so-called progressive algorithms which are based on a guide-tree that is reconstructed from
the pairwise alignment scores of all sequences and along which the sequences are stepwise
added to the multiple alignment [11, 143f] (see Figure 2).

Fig. 2. MSA Based on a Guide-Tree

t" o x t e | Oiyatera

thoxte dorte

While the original approach by Feng & Doolittle[12] for progressive MSA compares
sequences only pairwise, thus taking a pair of sequences as representative for a whole
multiple alignment, profile-based approaches allow for a more refined approach to align
multiple sequence alignments to each other [11, 146f]. A profile consists of the relative
frequency of all segments of a multiple alignment in all its positions [6, 337] (see Figure 3).
Thus, a profile represents a multiple alignment as a sequence of vectors. Aligning profiles to
profiles instead of aligning two represantative sequences of two given multiple alignments
usually yields better results in MSA, since more information can be taken into account
which would otherwise be ignored.

3 Sound Classes in Historical Linguistics

The main idea behind sound classes in historical linguistics is the assumption that it is
possible “to divide sounds into such groups, that changes within the boundary of the groups
are more probable than transitions from one group into another” [13, 272]%. Thus, when
comparing the dental consonants t, d, t%, 8 with the velars k, g, kb, y one can assume that

% My translation, original text: «[...] BbLIE/INTb TAKME IPYIITIBI 3BYKOB, UTO N3MEHEHHUS B IIPe/eax
TPYIIIBI 60Jiee BEPOSITHBI, YeM HEePEBOJIbI U3 OJHOM IPYIIIHL B APYTYI0.»
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Fig. 3. MSA and Profiles

Multiple Alignment: Traditional Format
i) - 1 o Vi € k
g - - o v € k
(K I 1 e Vi € k
f - w 2 vi € k
Multiple Alignment: Profile Representation

g .75

g ] .25

1 .50

o .50

v .25

vi 5

e 25

€ 1.0

I .25

k 1.0

w 25

2 25

- 75 25

it is more probable that any of the dentals may change to a dental than to a velar sound, and
vice-versa. This does, of course, not mean that a sound change from one class into another
is impossible, yet most linguists would certainly agree that such a sound change would be
rather unexpected and strange. Starting from this general assumption, A. B. Dolgopolsky
[14] was the first to carry out empirical studies of the most typical sound changes in a
large sample of languages. He proposed ten fundamental sound classes, which are given
in Table 1.

Table 1. Dolgopolsky’s Sound Classes

[No.|Class|Description [Example|
1 |P labial obstruents p,b.f

2 T dental obstruents d,t,0,0
3 IS sibilants s,%,§,3
4 |K velar obstruents, dental and alveolar affricates kg, 6.4
5 |M |labial nasal m

6 [N remaining nasals n,n,gn
7 R |liquids r,l

8 |W |voiced labial fricative and initial rounded vowels v,u

9 |J palatal approximant j

10 |¢ laryngeals and initial velar nasal h,f,p
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Sound classes have been employed in a couple of recent studies which largely deal with
stochastical aspects of the prove of genetic relationship among languages [15] [16] or as a
heuristic for the automatical implementation of cognate judgments [17] 3. In contrary to
the approach presented here, these studies are not based on sequence alignment, but rather
check whether the first or the first two consonants of basic words match regarding their
respective sound classes.

4 The Python Library for Sound-Class-Based Alignment

4.1 General Working Procedure

The method for sound-class-based alignment has been implemented as a Python library
and can be invoked from the Python prompt or within Python scripts*. The core function of
the library, the alignment function, executes the following operations: After tokenizing the
input sequences (which should be in IPA-transcription), it first converts the input sequences
into strings of capitals which represent the 11 sound classes employed by the method.
These strings are then passed to a function that carries out an alignment analysis of the
class-strings. The aligned strings are then converted back to their original IPA-transcription
(see Figure 4).

The sound classes employed in the library are mainly based on the suggestions of
Dolgopolsky [14], but they are extended to cover the full range of IPA, including the
most common diacritics, and vowels (simple vowels and diphtongs), which are ignored in
Dolgopolsky’s original system, are included as an eleventh class of sounds.

4.2 Pairwise Alignments

Pairwise alignments are implemented by the pairwise2-module of the BioPython library
[19], which allows one to carry out both local and global alignment analyses. While global
alignment analyses carry out alignments for two entire strings, local alignment analyses,
which are based on an extension of the DPA (the Smith-Waterman algorithm [8]), seek
the two substrings which show the highest similarity and eventually leave prefixes and
postfixes unaligned [11, 22-24].

In order to enhance the alignment analysis, a special matching dictionary has been
prepared as an input for the scoring function (see Table 2). Note that the scoring function
of pairwise2 is based on similarity of segments as apposed to distance. Segments which
should be matched by the algorithm are therefore given higher scores than segments whose
matching should be avoided.

3 As a matter of fact, nearly all alignment analyses in historical linguistics, such as the ones carried
out by the ASJP project [18] or the approach proposed by G. Kondrak [2], are based on “sound
classes” in a broader sense, since they usually abstract from a strict phonetic notion to a broader
phonemic one. Yet, appart from the algorithm proposed by Covington [7], none of these ap-
proaches makes use of historical knowledge regarding the probability of sound change processes
when carrying out the similarity judgments.

* A preliminary version of the modules, including two testsets, is online available under http://www-
public.rz.uni-duesseldorf.de/ jorom002/sca.zip.
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Fig. 4. The Alignment Analysis of the Sound-Class-Approach

INPUT

doto

thoxthe
TOKENIZATION CONVERSION ALIGNMENT
d, o, t, o -1 TVTV T V - T V
o0, x, " e TVKTV T V X T V

OUTPUT

d o - t

™o x " oe

Table 2. Matching Dictionary for the Scoring Function of BioPython.pairwise2

[Score|Condition Example
5 Consonant-Class-Identity |K 4+ K
4 Vowel-Class-Identity V+V
-10  |Vowel-Non-Vowel V+K

-4 Non-Identity of Consonants|K + M
2 Specific Combinations K+S,K+T,T+S
-1 Gaps -+ K

4.3 Multiple Alignments

In the current implementation of the library, both traditional MSA, based on the Feng-
Doolittle-algorithm [12], as well as profile-based MSA roughly based on the CLUSTALW-
implementation [20] for MSA in evolutionary biology is possible. The code for MSA anal-
yses has been written by the author. The calculation of the guide-tree, which can be carried
out either by the UPGMA clustering algorithm [21] or the Neighbor-joining method [22],
makes use of the cogent.phylo-module of the PyCogent library [23]. The scoring func-
tion for profile-sequence and profile-profile alignments is based on the sum of pairs score,
a standard way to score multiple alignments in evolutionary biology [11, 139f], which
consists of the mean of the sums of all pairwise segment scores of two MSAs.

5 Performance of the Method

5.1 Pairwise Alignments

The method was tested (using local alignment) on a testset of 82 cognate pairs proposed by
M. A. Covington [7], which was slightly modified in order to be appropriate for the input
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Table 3. Comparison of the Sound-Class-Approach with ALINE’s Alignments

| Sound-Class-Approach ALINE
1 Engl. daughter / Old Grk. Quyatnp “daughter”
do--tor d--otor dotor
ttugaterr ttugate:r tulflgater
2 Spa. decir / Fre. dire “say”
de||0ir defir
dir d--ir
3 Engl. this / Grm. dieses “this”
dis diz
di: z||es di:f|zos
4 Fox kiinwaawa / Menomini kenuaq “you (P1.)”
kiinwa wa kiinwa:|lwa
ken - u - al? kenu af|l?
5 Old Grk. 6i8wp1 / Lat. do*I give”
di||d o:||mi d i ||do:mi di||do: mi
do: do: do:
6 Engl. tooth / Lat. dentis “tooth”
tu-0 tu®
den t||is den||ti s
7 Engl.I1/Lat. ego “I”
ai ai ai
e||go eg||o e||go
8 Engl. eye / Grm. Auge “eye”
ai ai ai
au||go aug|| o au|ge
9 Spa. todos / Fre. tous “all”
t o||dos to||d o||s t o||dos
tu tu tu
10 Engl. one / Lat. unus “one”
w(lo n wo n
u: nflus u: nf|us
11 Engl. round / Lat. rotundus “round”
r--aund rau--nd ra-und
rot u ndlus rotundijus |[rotundlus

format required for the sound class approach’. The results of the alignment analyses were
compared to the ALINE algorithm of G. Kondrak [2] which shows the best performance
of recently proposed alignment algorithms for linguistic purposes. Comparing the output
of the sound-class approach to ALINE’s alignments for the Covington testset, there are
71 cases, where both methods yield exactly the same results. Of the 11 ones which are
aligned differently (see Table 3) there are six cases where the sound-class approach gives

> The non-IPA-characters of Covington’s testset were converted to IPA-symbols and the halfvowels
of the diphtongs, which were originally coded as glides were converted to the respective full
vowels.
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two equivalent outputs. In four out of these six cases, one of these double-outputs matches
with ALINE’s single-output (Nos. 5, 7, 8, and 9 in Table 3), in one case both outputs
produced by the sound-class-approach are superior to ALINE’s output (No. 1) and in
the last one (No. 11), it cannot be decided, which of the outputs given by either of the
approaches is better. In the remaining 5 cases of different output, there are three cases
where ALINE performs better (Nos. 2, 4, and 10) and two cases where the sound-class-
approach gives the better alignment (Nos. 3, and 6).

It becomes obvious that, apart from similar results in the majority of the cases, there
are a couple of significant differences between the alignments of the sound-class approach
and ALINE’s alignments. Firstly, there are cases, where the sound-class approach yields
multiple outputs while ALINE has a single one. These results are mostly due to the in-
formation loss accompanying the conversion of IPA-strings into sound-class-strings. This,
however, does not constitute a general problem for the method, since the double-outputs
occur mostly in cases which are problematic for alignments in general: No historical lin-
guist would dare to align words such as Engl. ‘I’ and Lat. ‘ego’, lacking the relevant facts
from other related languages. Secondly, there are cases which show a particular benefit of
the sound-class approach: Since this approach is not based on a synchronic idea of phonetic
similarity, but on a ‘historical’ notion of phonetic similarity, it yields convincing outputs
in such challenging cases as Engl. ‘daughter’ vs. Old Grk. ‘thugatér’, where it matches all
consonants correctly, while ALINE opposes d and g. Table 4 gives some representative
examples for cognate pairs (transcribed with more phonetic detail) where the alignments
of the sound-class-approach are superior to those of ALINE.

Table 4. Additional Examples for Different Alignments of the Sound-Class-Approach and ALINE

Sound-Class-Approach ALINE
1 Old Grk. kap&1é / Skr. hrt “heart”
k ard||ia ka||r d||ia
h-rt hird
2 Grm. Herz / Lat. cor “heart”
h ee||sh hee||sh
koflr k [lor
3 Mod. Grk. véoc / Rus. HOBBII “new”
ne-os neos
novij n-o vl
4 Mod. Grk. xap&1&/ Grm. Herz “heart”
kard|a kar||0ia
h ee - &2 hee||th

5.2 Multiple Alignments

Apart from the fact that the sound-class-approach is easy to implement and to modify,
while yielding satisfying results comparable to that of more refined algorithms for se-
quence comparison, a major advantage of the approach lies in its flexibility to be adapted
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for more complex approaches. Thus, the implementation of more complex algorithms is
far less complicated, since many functions available in biological software modules for
python can be easily included. This makes it even possible to carry out multiple alignment
analyses which are rarely implemented in the current algorithms for sequence comparison
in historical linguistics, the only exception known to the author being a proposal by Prokic¢
et al. (2009) [24].

Since MSA has only recently been added to the library, no full-size tests runs can be re-
ported at the moment, yet the first tests on small samples of dialectal data and cognate sets
of Indo-European languages yield quite promising results. Furthermore, it can be easily
demonstrated that the profile-based approach yields better results than other progressive
approaches, as the comparison on profile-based MSAs and MSAs based on the traditional
Feng-Doolittle algorithm in Table 5 for Indo-European and Slavic cognate pairs demon-
strates, where Old Church Slavonic gpmm “daughter” and Polish cztowiek “human” are
incorrectly aligned in the non-profile-based approach.

Table 5. Multiple Alignments Yielded by the Sound-Class Approach

[No.|Traditional MSA based on the Feng-Doolittle algorithm
1 |Old Grk. 6vyotnp / Grm. Tochter / Engl. daughter / OCS mbi / Skr. duhitar “daughter”

tt u g a t e r
t o x - t o 1
d o - - t o r
d w - J t i -
d uw h i t a r
2 |Czech clovek / Bulgarian gosek / Russian uenosek / Polish cztowiek “human”
f - 1 o vi g k
g - - o v & k
g9 1 1 ® vi e k
f w - o vi g k

[No.[Profile-based MSA

1 |0ld Grk. Ouyatnp / Grm. Tochter / Engl. daughter / OCS abuw / Skr. duhitar “daughter”
thu g a t LT

o

t o x - t o r
d o - - t o 1
d v [ - t i -
d v h i t a r
2 |Czech ¢loveék / Bulgarian yoBek / Russian yesnosek / Polish cztowiek “human”
g - 1 o Vvi e k
f - - o v & k
9 1 1 ® vi e Kk
g - w o vi g k
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Conclusion

In this paper, I presented a new approach for pairwise and multiple sequence alignments in
historical linguistics. Although the method is quite simple regarding its basic assumptions
and its implementation as a Python library, the performance of the approach is not only
comparable to that of previously proposed ones, but it even shows a better performance
in very challenging alignment tasks, the reason being its explicit historical orientation re-
garding phonetic similarity.
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Abstract. An essential step in discourse parsing is the identification
of suitable Elementary Discourse Units (EDUs). For English and Ger-
man written text several automatic discourse segmentation approaches
have been developed. For Dutch, far less research is available. This pa-
per presents an approach to automatically decompose Dutch written text
into EDUs, based on syntactic information. We describe discourse seg-
mentation guidelines for Dutch, the discourse segmentation algorithm,
and the results of applying this algorithm to an annotated corpus.

1 Introduction

Discourse relations or coherence relations are used to analyze text organization
in terms of relations between text parts. These text parts can be propositions
about states of affairs or speech acts. The discourse relations in a text together
build up a hierarchical, connected structure of a text, in which every part of the
text has a role or function to play with respect to other parts of the text. The
smallest units are called Elementary Discourse Units (EDUs).

Large corpora annotated with discourse relations have been developed mainly
for English (Carlson and Marcu (2001)) and German (Stede (2004)). The aim
of the project Modelling Textual Organisation! is to develop a corpus of Dutch
texts, annotated with discourse relations and lexical cohesion. For the discourse
annotation we use Rhetorical Structure Theory (RST) (Mann and Thompson
(1988)). Part of the project is to explore the possibilities for discourse parsing
of Dutch text.

An essential step in discourse parsing is the identification of suitable EDUs.
Various definitions of EDUs exist, ranging from a fine-grained segmentation to
segmentation at sentence level. In classical RST, clauses are considered to be
EDUs, except for clausal subjects and complements as well as restrictive relative
clauses (Mann and Thompson (1988)). For the annotation of the RST discourse
tree bank, Carlson and Marcu (2001) use a fine-grained segmentation in which
they also treat complements of attribution verbs and phrases that begin with a
strong discourse marker (e.g. because of, in spite of, according to) as separate
EDUs. Relative clauses, nominal postmodifiers, or clauses that break up other

! http://www.let.rug.nl/mto/
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3. LANGUAGE AND COMPUTATION

legitimate EDUs are treated as embedded discourse units. Based on this, Liingen
et al. (2006) developed segmentation guidelines for German text, but in contrast
to Carlson and Marcu (2001) exclude restrictive relative clauses, conditional
clauses and proportional clauses (clauses combined by comparative connectives).
Grabski and Stede (2006) suggest to also include prepositional phrases as EDUs.
Tofiloski et al. (2009) adhere more closely to the original RST proposals (Mann
and Thompson (1988)) and segment coordinated clauses, adjunct clauses and
non-restrictive relative clauses (marked by a comma).

For Dutch, as far as we know, such an elaborate investigation of what counts
as an EDU has not yet been done. RST annotations of Dutch text have used
the segmentation of the original RST proposals (Mann and Thompson (1988))
(Abelen et al. (1993)) or taken consecutive clauses (Den Ouden et al. (1998)) or
whole sentences (Timmerman (2007)) as EDUs.

We present discourse segmentation principles for automatic segmentation
of Dutch text. We have implemented the segmentation principles in a rule-
based discourse segmenter that uses syntactic information to insert segment
boundaries. For the segmentation of English and German text, both rule-based
(Liingen et al. (2006), Tofiloski et al. (2009), Corston-Oliver (1998), Le Thanh
et al. (2004)) and machine learning ( Soricut and Marcu (2003), Sporleder and
Lapata (2005), Subba and Di Eugenio (2007)) approaches to automatic discourse
segmentation have been shown to be successful. For Dutch, there is insufficient
annotated data to apply machine learning techniques. However, Tofiloski et al.
(2009) show for their English data that a rule-based approach works as well as
or better than machine learning.

2 Segmentation Principles

The definition of an elementary discourse unit is guided by the question whether
a discourse relation could hold between the unit and another segment. Our seg-
mentation is fairly coarse, separating independent and subordinate clauses as
well as other complete utterances (fragments) as elementary units. Like Tofiloski
et al. (2009), we treat clauses (1) and sentences (2), coordinated clauses (1 and
3) and non-restrictive relative clauses (separated by a comma) (4) as EDUs.

(1) [Je kunt meebouwen met een gift,|[maar je kunt ook letterlijk meebouwen.|
[You can build with us using a donation,][but you can also build with us
literally.]

(2) [Elke donatie is waardevol!]

[Each donation is valuable!]

(3)  [Cavine kreeg aidsremmers][en dat maakte een levensgroot verschil.]
[Cavine got aids medication][and that made a huge difference.]

(4) [Dit gat wordt veroorzaakt door een van de maantjes van Saturnus, Mi-
mas,]|[die de ringen verstoort.]
[This gap is caused by one of the moons of Saturnus, Mimas, |[that dis-
turbs the rings.]
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Embedded non-restrictive relative clauses (5) and fragments functioning as
complete utterances (signalled by a fullstop) (6) are also treated as EDUs.

(5) [Echter gedurende de nacht, [die op Mercurius maanden lang kan duren,]
daalt de temperatuur tot zo'n -185 graden Celsius.]
[However during the night, [which can last for months on Mercury,] the
temperature drops to about -185 degrees Celsius.]

(6) [Namens de dieren bedankt.]
[Thanks on behalf of the animals.]

In contrast to Tofiloski et al. (2009), we also include coordinated elliptical
clauses (7) as EDUs, because the two clauses that share a verb can be seen as
two separate predicates functioning in a discourse relation.

(7) [De planeet draait in 58.6 dagen om haar as] [en in 88.0 dagen om de
zon.]
[The planet rotates around its azis in 58.6 days/[and around the sun in
88.0 days.]

Restrictive relative clauses, subject and object clauses, and complement clauses
are not treated as separate EDUs. In this we differ from Carlson and Marcu
(2001), who treat restrictive relative clauses as embedded EDUs and separate
the complements of attributive and cognitive verbs.

3 Implementation

The Dutch Discourse Segmenter(DDS) identifies EDU boundaries in a text.
First, Alpino, a parser for Dutch text (Van Noord et al. (2006)), is used for
sentence tokenization and building a syntactic tree for each sentence. After that,
the syntactic trees are used as input for the actual segmenter to identify EDU
boundaries.

The output of Alpino is a dependency tree, represented in XML (see Fig. 1
for a tree example). The discourse segmenter is implemented as an Xquery script
that takes Alpino XML dependency trees from a text as input and outputs the
positions in the text where a segment boundary should be inserted (see Fig. 2).

The script uses syntactic information and punctuation to insert EDU bound-
aries within sentences. It distinguishes main clauses and complementizer phrases
as separate EDUs and uses the Alpino tags for this:

— Main clauses are identified by the syntactic category tag @cat="smain”.
This tag is used for declarative sentences with a verb in the second place.
All text parts with this tag are identified as EDUs. However, there can
be other EDUs inside a main clause. After identifying a main clause, the
algorithm searches through the nodes of the main clause for text spans that
form an EDU in itself (e.g. embedded EDUs). If such a text construction is
found and the remaining part of the main clause also forms an EDU, then
the main clause is divided into two separate EDUs.
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Fig. 1. Alpino tree example from the EDU ”en dat hun reis helemaal niet heerlijk is?”
(and that their trip is not delightful at all?)

top
top

du %
dlink nucl
eny cp

cmp body

daty ssub
su mod predc hd
np advp heerlijke ben;

Fig. 2. Output Xquery script for example 8

(8) [De zon is zo dicht bij de aarde]|[dat we het oppervlak in detail kunnen bestud-
eren , |[wat bij de meeste andere sterren onmogelijk is .|( The sun is so close to
the earth / that we can study the surface in detail, / which is not possible for
most other stars).

Output:

<edu sentence="8" begin="0" end="8"/>
<edu sentence="8" begin="8" end="17"/>
<edu sentence="8" begin="17" end="26"/>

— The tag @cat="sv1” is used for sentences with the verb in the first place.

Examples are yes/no questions and sentences in imperative mood. Text spans
with this tag are identified as EDUs, but just as main clauses can be divided
into smaller EDUs if parts of the sentence are an EDU in itself.
Complementizer phrases are recognized using the Alpino tag @cat=cp, that
is used for phrases that begin with a subordinate conjunction. The clauses
that begin with a complementizer (e.g. omdat), marked by the part-of-
speech tag @pos="comp” in Alpino, and have a subordinate clause as body
(@cat="ssub” and @rel="body”) are identified as EDU.

Infinitival clauses are only identified as EDUs if they do not function as a
complement. The tag @cat="0ti” is used for om te (to) - clauses. Only if an
om te-clause is classified as a modifier with the tag @rel="mod” it is taken
as a separate EDU by the segmentation script.
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— Relative clauses are identified in Alpino with the tag @cat="rel”. Rela-
tive clauses that do not contain an NP-antecedent are marked with the tag
Q@cat="whrel”. Our segmentation only takes non-restrictive relative clauses
as EDUs, but using the Alpino labels there is no guaranteed way to iden-
tify them. According to the Dutch punctuation rules, non-restrictive relative
clauses should be preceded by commas. The segmenter uses this punctua-
tion rule and inserts EDU boundaries only in cases where a relative clause
is preceded by a comma.

4 Data and Evaluation

4.1 Data

Our data consists of human-annotated texts from two domains: Encyclopedia
texts about astronomical objects and fundraising letters from various non-profit
organizations. For the development of the segmenter we used a training set of 10
texts: 5 encyclopedia texts and 5 fundraising letters. Our test set consists of 30
texts. There are 15 encyclopedia texts, which vary in length between 14 and 33
sentences and have an average sentence length of 17.84 words. The remaining 15
texts are fundraising letters, which vary in length between 16 and 30 sentences
and have an average sentence length of 12.92 words.

The texts were segmented by two trained annotators following the segmenta-
tion principles established in the project. Inter-annotator agreement using Kappa
shows a high level of agreement for both genres: 0.97 for the encyclopedia texts
and 0.99 for the fundraising letters.

4.2 Evaluation

For evaluation we use standard precision, recall and F-scores. Recall is the num-
ber of correctly inserted segment boundaries divided by the total number of
segment boundaries in the gold standard segmentation. Precision is the number
of correctly inserted segment boundaries divided by the total number of seg-
ment boundaries given by the system. For the F-scores we use F1 score (F= 2 *
precision * recall/( precision + recall)). Note that our evaluation does not con-
sider sentence boundaries as segment boundaries, because the task to segment
text into sentences is done by Alpino and not by the discourse segmentation
algorithm. Including sentence boundaries would inflate the scores.

5 Results

Table 1 lists the segmentation results for the encyclopedia texts and fundraising
letters. Although the nature and structure of these two types of text is quite
different, the results show a reasonable agreement with the manual annotated
texts for both domains. The results of Tofiloski et al. (2009), the segmentation
for English that we follow the most closely, are slightly better, but are produced
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Table 1. Segmentation results for Encyclopedia texts and Fundraising Letters

Text type |Boundaries|Recall Precision F-score
Encyclopedia 164 0.67 0.73 0.70
Fundraising 92 0.74 0.76 0.75

using both syntax-based and lexical rules, whereas the DDS is purely based on
syntax and punctuation.

The DDS makes use of the syntactic parser Alpino to identify EDU bound-
aries. However, the automatically generated Alpino dependency trees can contain
parse errors, which could influence the results of the segmentation algorithm. To
measure to what extent segmentation errors could be retraced to parse errors, we
manually corrected the Alpino parse trees for ten texts and computed precision,
recall and F-scores. As shown in table 2, some segmentation errors are due to
errors in the syntactic parse trees produced automatically by Alpino. Using the
manually corrected gold standard parses leads to an increase of almost 10% in
the F-scores.

Table 2. Segmentation results beased on automatic parsed and manually corrected

(gs) parse
automatic parse gs parse
Text type |Boundaries|Recall Precision F-score|Recall Precision F-score
Encyclopedia 67 0.68 0.75 0.71 | 0.73 0.91 0.81
Fundraising 35 0.77 0.73 0.75 | 0.83 0.74 0.78
Total 102 0.72 0.75 0.73 | 0.75 0.92 0.82

The segmenter has the most difficulties with non-restrictive relative clauses,
list structures, conjunctions and elliptical clauses. As described above, the seg-
menter only inserts segment boundaries when non-restrictive relative clauses are
preceded by a comma, so it does not recognize other non-restrictive relative
clauses as in (9).

(9) [Er kunnen prachtige lussen en uitsteeksels gevormd worden][ die we pro-
tuberansen noemen.]
[Beautiful loops and protrusions can be created, [ which we call protuber-
anses.]

In our manual segmentation we segment lists of fragments that could be seen
as a series of complete utterances (see example 10) into separate EDUs, but the
DDS cannot recognize these independent fragments.

(10)  [Even geen dokters,][even geen onderzoek],[even geen behandeling]{en
even geen teleurstelling.]
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[For a moment no doctors,][for a moment no research,|[for a moment
no treatment,/[and for a moment no disappointment.]

Examples of conjoined subordinated clauses (example 11) and elliptical clauses
(example 12) that the DDS cannot capture are:

(11) [We hebben een netwerk van vrijwilligers,][ die deze gebieden goed ken-
nen| [ en precies weten wat nodig is.]
[We have a network of volunteers,[[ who know these areas welllfand know
exactly what is needed.]

(12)  [Met een bijdrage van 15 euro geef je bijvoorbeeld al een raam]|[en voor
25 euro een buitendeur].
[With a gift of 15 euro you already give for example a window/[and for
25 euro a door.]

Alpino does not attempt to resolve the ellipsis in conjunction-reduction con-
structions as in (12) and thus does not recognize the reduced second conjunct
as an S-node.

6 Conclusion

We presented discourse segmentation guidelines for Dutch text and implemented
these principles in a rule-based discourse segmenter that uses syntactic informa-
tion and punctuation to insert EDU boundaries in a text. Application of the
segmenter to encyclopedia texts and fundraising letters leads to reasonable F-
scores for both genres. Our next step will be to improve the segmenter by adding
lexical rules, e.g. for cue phrases like maar (but), zoals (like), bijvoorbeeld (for
example) and punctuation marks such as : and -. After that, we will use the
segmenter as the first step in discourse parsing of Dutch text and start working
on the automatic labeling of RST relations between EDUs.
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Abstract

The goal of this research is to build a system that, given two or more
English adjectives, will order them in a way that is intuitively correct
to native speakers. Our system combines a statistical approach with a
learning algorithm to assign every word learned from a training corpus
a weight according to its preference to appear as the left-most word in a
set. The weights are then used to order new sets of adjectives. Results
are compared against both a corpus and against human orderings,
which were obtained through an online survey.

1 Introduction

The problem of ordering multiple prenominal adjectives crops up in the area
of Natural Language Generation, and it is not a trivial one. The problem
centers around the fact that certain orderings of adjectives seem more nat-
ural to native speakers than others. An example of such a natural ordering
occurs in (a) below:

(a) The old green tin can

By contrast, the ordering in (b) would likely be rejected by most native
English speakers as sounding somehow ‘off’:

(b) The tin green old can

Programs designed to generate natural-sounding language must thus be able
to put adjectives into the correct order to generate a phrase like (a) and not
one like (b).

Unfortunately, the question of why some orderings are preferred to others
is a question that has not been satisfactorily answered by linguists, though
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many rules have been offered to account for at least some of the ordering
preferences. These rules cover almost all domains of linguistic study, from
phonological to syntactic to semantic to pragmatic. A computational lin-
guist working on the problem of adjective-ordering might find these rules an
attractive starting point from which to build a system, and in fact, Wulff
(2003) built a system which uses Linear Discriminant Analysis to order ad-
jectives by taking different rules/heuristics from all of the above domains
into account. When tested against adjective groups in the British National
Corpus (BNC), this system achieved a classification accuracy of 78% and
an accuracy of 73.5% for previously unanalyzed adjective strings. Though
Wulff admits that these results are far from ideal, she claims that they are
merely indications of the fact that there are additional factors at play in
determining adjective order. Though this is almost certainly true, Wulff’s
approach is already quite complex, and one could probably keep throwing
more heuristics into the mix with no guarantee of significantly improving ac-
curacy scores. More importantly, other systems which take a different angle
and rely instead on statistical information to order adjectives have achieved
greater accuracy.

For example, Malouf (2000) achieves an accuracy of 89.73% on ordering
BNC adjective pairs using nothing but information about the probabilities
with which adjectives appear in different positions. Mitchell (2009) also uses
an approach that looks at positional preferences, but her technique involves
dividing adjectives into classes based on the positions they tend to inhabit
relative to a following noun phrase. This technique has the advantage that it
can order more than just two adjectives (which Malouf’s technique cannot),
but it cannot order adjectives that fall into the same class, nor can it order
adjective groups that include adjectives that did not appear in the training
data. Thus, while Mitchell reports a precision score of 89.63%, her system
only has 74.14% recall, giving it an overall accuracy of only 66.45%.

The approach we develop here is based somewhat on Malouf’s positional
probabilities technique, but it adds ideas from Mitchell’s class-based order-
ing and, like her technique, can order more than just two adjectives. Unlike
Mitchell’s approach, our system can order adjective groups where some of
the adjectives did not appear in the training data, and, because it does not
rely on the use of adjective classes, it does not run into the problem of being
unable to order adjectives of the same class.

Beyond these considerations, our approach differs most notably from
previous ones in that it is informed by findings from the fields of Psycholin-
guistics, Cognitive Neuroscience, and Machine Learning. The basis for our
taking such a broad scope in building the system lies at the heart of the
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problem itself, which is to order adjectives in a way humans find natural.
Because this problem is so closely tied up with human intuition, we be-
lieve that by using information about child language acquisition and human
learning patterns to aid in our design, we can better create a system that
will perform as desired. Additionally, we use human data to evaluate our
system — a step that, to our knowledge, has not been taken before in this
particular domain. Though we also evaluate our system against a corpus,
so as to compare it to other automatic adjective-ordering systems, we give
evidence that a corpus evaluation makes little sense for this task and, in this
particular case, a human evaluation may be a better means of adequately
gauging performance.

2 Method

We combine a simple statistical approach with an iterative learning algo-
rithm to assign each adjective a weight that reflects its preference for occur-
ring as the leftmost word in a set of adjectives. The weights were obtained
through training on the set of 262, 876 ordered adjective pairs from the BNC
used in Malouf, 2000.!

The basic mechanism of the algorithm for assigning weights is as follows:

1. Initial training: The first 100 adjective pairs are examined, and each
new adjective is added to the vocabulary and assigned an initial weight
of 0. The weight of each adjective in each pair is then adjusted by a
value of %H’ where n is the number of pairs seen so far in training.
This value is added to the current weight of the leftmost adjective and

subtracted from the current weight of the rightmost adjective.

2. Pair generation: Using the adjectives in the vocabulary and their
weights, the system randomly generates some number m of adjective
pairs such that in each generated pair, the word with higher weight
appears on the left.

3. Training with error adjustment: For the next 100 adjective pairs
in the training data, step 1 is repeated, but in addition, each pair
encountered in the training set is compared to the set of pairs generated
in step 2, and further weight adjustments are made if the new pair is
a confirmation or disconfirmation of any of the generated pairs (these
adjustments are described in more detail below).

'Data are publicly available at http://www-rohan.sdsu.edu/~malouf/pubs.html
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4. Step 2 is repeated for the new vocabulary and new weights, then step
3 again, and so on until all the pairs in the training set have been seen.

A diagram of the process appears in Figure 1.

Vocabulary

Initial training word weight
big 0.33

Training data / u red -0.33

error adiustment awful red
old red

big red p awful 0.25

awful old Pair generation old -0.25

little yellow

long excruciating

happy young ﬂ ﬁ

Generated pairs
\ Training with big awful

Figure 1: Process for Assigning Weights

We note that the use of weights which are adjusted during training is
a technique quite similar to that used in neural networks. The learning
algorithm in step 3 adds a twist to this technique by readjusting weights
in a way that could be compared (on a very abstract level) with the way
humans reevaluate learned material in the light of new data that confirms
or disconfirms previously held beliefs. In our system’s ‘learning’, weights are
adjusted by the factor Tiz where c is one of 4 constant values as shown in
the summary of adjustments in Table 1.

This additional adjustment of weights has the effect of confirming ‘cor-
rect’ weights and negating or correcting ‘incorrect’ weights. Values for
SCONF, SNEG, BCONF, and BNEG (which stand for ‘small confirmation’,
‘small negation’, ‘big confirmation’, and ‘big negation’ respectively) were
determined through a combination of trial-and-error testing to find ratios
that gave higher accuracy and through use of a self-adjuster that iteratively
updated the values according to the number of errors (negations) the sys-
tem made in the most recent generation of test pairs in comparison with the
number of errors it had made in the previous generation of test pairs. All
parameter testing was done on a development set of sentences taken from
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Training pair compared | Adjustment to left | Adjustment to right
to generated pair adjective’s weight adjective’s weight
Exact match w ~+ Bcno# * w — %HNF

Exact opposite + BTJLV f;G w— 2 flvf;c

Left adjective matches w+ £ C;Sg £ none

Left adjective opposite w+ £ iv +E2G none

Right adjective matches none w— 2 (’;gg £

Right adjective opposite none w — %

* w = adjective’s current weight, n = number of pairs previously seen in training

Table 1: Weight Adjustments in Learning Algorithm

the ukWaC British English web corpus.? Final values for SCONF, SNEG,
BCONF, and BNEG were 1, 20, 10 and 25 respectively.

In steps 1 and 3, the use of n in the denominator of the weight adjustment
factors has the effect of adjusting weights by a greater magnitude for words
encountered earlier in the training data. The more pairs that are seen, the
smaller the adjustments to the weights become. This mimics patterns of
human learning, where the first examples of a new domain learned tend
to make a deeper impression than examples seen later on.®> The use of
the constant value 2 in the denominator is simply a corrective measure to
avoid assigning an extremely large weight to the first leftmost word and an
extremely small weight (large negative weight) to the first rightmost word.

The number m of test pairs to generate on each iteration was found
to be an important factor in the performance of the system. Performance
generally improved with increasing values for m, up to a certain point (about
5000 in our experiments), at which point increasing the number of test
pairs generated did not result in any further improvements in performance.
A chart showing the effect of generating different numbers of test pairs
on overall accuracy appears in Figure 2 (logarithmic scale is used for the
numbers of pairs generated).

*Data accessed through the Sketch Engine website at http://www.sketchengine.co.uk/

3We note that such an approach builds in a greater sensitivity to the training data.
It might thus be desirable to use a training set consisting of more basic words for the
first part of training and another training set which includes all words in the corpus for
the second part of training. The use of basic or salient adjectives in the first training set
would reflect patterns observed in child language acquisition (Clark 1993, Nelson 1973).
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Figure 2: Pairs Generated vs. Accuracy
3 Results

Though it has been standard practice to evaluate systems like ours against
corpora of human speech and text, we believe that the particular task of
ordering adjectives is not well-suited for such an evaluation measure in the
way that a task like parsing or part-of-speech tagging is. In those tasks,
there is almost always a ‘correct’ solution, whereas in adjective ordering,
there are often adjective pairs or groups for which multiple orderings are
acceptable. For example the adjectives new and classy could be ordered
either way before a modified noun to give a phrase that sounds natural
to native speakers of English.* In these cases, evaluation of an adjective-
ordering system against a corpus might penalize the system for producing
an ordering which differs from that found in the corpus but which sounds
completely natural to humans. For this reason we evaluated our system
both against a corpus and against human judgments obtained via an online
survey.

*Interestingly, a Google search for the phrases “classy new restaurant” and “new classy
restaurant” turns up far more results for the former phrase than for the latter (12,200
vs. 1,080), but a search for the phrases “classy new hotel” and “new classy hotel” turns
up far more results for the latter (7,530 vs. 33,700). These extremely informal results
suggest the following noun phrase may play an important role in determining adjective
order.
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3.1 Corpus Evaluation

For the corpus evaluation, we performed 10-fold cross-validation on the BNC
adjective pairs. Overall accuracy by this measure was 81.09% with precision
of 81.63% and recall of 90.72%.5

3.2 Human Evaluation

Clearly, one cannot measure human ‘accuracy’ in the same way as one can
measure the accuracy of an automatic system. To begin with, we thought it
likely that there would be a certain amount of variation in human judgments,
and so we obtained judgments from a sample of 60 subjects, all of whom
were self-reported native English speakers. For each adjective group ordered,
the order selected by the majority of subjects was used to give an indicator
of the ‘correct’” human result. These orders were then tested for accuracy
against the corpus, as was the automatic system, and results were compared.
The human judgments were also compared more directly to the orderings
given by the system through rank correlations based on the percentage of
disagreement among humans and the differences between weights for the
system. All of these methods are described in more detail below.

In order to compare the results of the automatic system against human
judgments, a test set of 60 adjective sets was selected from randomly chosen
sentences in the ukWaC British English web corpus, and subjects were asked
to put the adjectives in these sentences into an order. Each survey ques-
tion contained the noun or noun phrase from one of the ukWaC sentences
preceded by a number of blanks corresponding to the number of adjectives
in the sentence. The adjectives to be filled into the blanks were displayed
below the question in random order, and subjects had to select one adjective
to be the first word, one to be the second, etc. While almost all the sen-
tences only contained two adjectives, two of the sentences contained three
adjectives. An example of a question in the survey format is shown in Figure
3.

Subjects were invited to take the online survey via emails, Facebook™
posts, and the following websites that post links to psychological studies:

For calculating precision and recall, we counted pairs as being unclassified if either
of the two adjectives had never been seen in training; however, the system is able to
order such pairs if one of the other adjectives has been seen in training, so these pairs are
included in the calculations for overall accuracy.

5The author is indebted to John H. Krantz of the website “Psychological Research on
the Net” (http://psych.hanover.edu/Research/exponnet.html) and Ulf-Dietrich Reips of
“The Web Experiment List” (http://genpsylab-wexlist.unizh.ch/) for their agreement to
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authority
word one word two
local © ©
relevant © ©

Figure 3: Sample Survey Question

http://psych.hanover.edu/Research /exponnet.html
http://genpsylab-wexlist.unizh.ch/
Data were collected over a period of two weeks in January 2010.

3.3 Human Results

Individuals were scored for ‘accuracy’ by comparing their orderings to the
corpus orderings, and by this measure, individual scores ranged from as low
as 55% to as high as 95%. Mean accuracy was 84.6% with a standard de-
viation of 7.4%. When the majority ordering for each question was used
to calculate overall accuracy, the human results gave 91.7% accuracy. Be-
sides differing notably from the individual accuracy scores (only 11 of the 60
subjects had scores at or above 91.7%), these numbers mask vast discrep-
ancies in inter-subject agreement which could reasonably be interpreted to
reflect the “naturalness” of certain orderings, vis-a-vis others. Inter-subject
agreement was thus measured with Fleiss’ kappa’ and found to be 0.31.
Though no standardized interpretation of kappa values exists, Landis and
Koch (1977) offer a rather ad hoc scale in which values between 0.21 and
0.40 are interpreted as indicating an agreement strength of “fair”, which
falls below “moderate” agreement (0.41-0.60) and above “slight” agreement
(0.00-0.20). This kappa value of ~0.30 does seem to indicate that there is
often not a canonical correct adjective order where human judgments are
concerned.

3.4 System Results

When tested on the set of 60 ukWaC sentences, the system achieved an
accuracy of 85% (51/60) with precision of 84.21% and recall of 95%.

post the survey used in the human evaluation section on their respective websites.
"This measure was only applied to the 58 sentences containing adjective pairs, as it
would have been more difficult to apply to the sentences containing three adjectives.
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4 Analysis

Overall accuracy for the BNC adjective groups is higher than that reported
by Wulff or Mitchell but lower than that achieved by Malouf. Though the
system’s accuracy is lower than that reported by Malouf, it maintains the
advantage of being able to order groups of more than just two adjectives.
Beyond this, the question of whether evaluation against a corpus is really
appropriate for this task remains an issue. Indeed, results of the human-
elicited judgments suggest that such an evaluation may not be appropriate—
at least if the goal is to order adjectives in as natural and human-like a way as
possible! The relatively low inter-subject agreement indicates that adjective
order is not always clear-cut and so a purely corpus-based evaluation for an
automatic adjective-ordering system may not accurately reflect the extent
to which the system is capable of ordering adjectives in a way that seems
natural and acceptable to humans.

Unfortunately, the inadequacy of corpus-based measures for evaluation
does not guarantee that a comparison against human orderings will be any
more helpful. The variation in human orderings makes it difficult to deter-
mine whether a given automatically generated ordering is acceptable or not,
just as this variation makes it difficult to point to a corpus as being a gold
standard for certain orderings. It is in confronting this issue that the use
of weights in our system could prove useful. As a weight expresses a given
adjective’s preference for appearing closer to or farther from the following
noun phrase, one could reasonably hypothesize that cases where multiple
adjectives receive very similar weights are cases in which the system is less
‘certain’ about the ordering. If the system is doing a good job of mimicking
human ordering preferences, then the cases where the system is less cer-
tain should be the same as the cases for which there was low inter-subject
agreement between humans. To test our system by this means, we used
the difference between weights as a measure of uncertainty for the system,
and we then compared the system’s uncertainty to the humans’ uncertainty.
Results are discussed below.

4.1 Comparing Uncertainty

We used the Pearson product-moment correlation coefficient to compare cer-
tainty rankings for humans with rankings for the system (we could not use
the simpler Spearman’s rank correlation coefficient as many pairs shared
ranks for human judgments). The Pearson product-moment correlation co-
efficient was 0.4124, with a t-value of 3.388, showing the rankings to be
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significantly correlated with 99.9% certainty for the 1-sided t-test and with
99.8% certainty for the two-tailed t-test.

Though the cases where the majority of humans ordered adjective pairs
in a way that did not match the corpus were all cases for which certainty was
low, the same pattern did not hold for the automatic system. This could be
due to extremely large weights for certain words, e.g. ‘new’, which had a
weight of nearly 48 (most weights fell between the range of —1 and 1). Such
a weight would result in a very high certainty score and would also cause
new to be placed on the left in almost every case, which could lead to errors
as it would not allow the weights of the other words in the set to be taken
into account.

5 Conclusions

In this research, we have attempted to build a system that correctly orders a
given group of adjectives, where ‘correct’ is interpreted to mean an ordering
that is acceptable to humans. We used a traditional corpus-based evalua-
tion in order to be able to compare our system to previously built systems,
and we also used a human evaluation to compare our system against hu-
man orderings. The corpus evaluation showed that, while not performing
as well as the state-of-the-art systems, our system, which is based solely
on probabilistic information about adjective position, outperforms systems
that rely on more complex linguistic information. As the statistical infor-
mation about adjective positions is much easier to discover and implement
computationally, these results indicate that working with this method may
be preferable for the adjective-ordering task.

Our use of a learning algorithm added a twist to traditional training
methods in Natural Language Processing tasks, as we attempted to use
knowledge about human learning processes to inform our own system’s
means of ‘learning’ to order adjectives. This learning algorithm turned
out be an important factor in the system’s performance, as shown by tests
that demonstrated increasing ordering accuracy for increasing numbers of
test pairs generated in learning. Further, the improved performance of the
system when weight adjustments for wrongly-ordered generated pairs are
several times larger than weight adjustments for correctly-ordered test pairs
provides an interesting parallel to work in psycholinguistics and neuroscience
(Wills et al., den Ouden et al.) indicating the greater impact of error-
making, as opposed to making correct predictions, in human learning.

Though we used a corpus-based evaluation in order to compare our sys-

220



tem with previously built systems, the results of the human portion of our
evaluation provide strong evidence that a corpus-based evaluation measure
will not give an accurate picture of a system’s ability to order adjectives in
a way that is acceptable to humans. The study showed that there are many
sets of adjectives for which human agreement on ordering is low, and in these
situations it may be better to count any ordering produced by the system
as correct. Unfortunately, it is much more difficult to evaluate a system
against judgments elicited from humans, as it is impractical to obtain such
judgments for any significantly large number of adjective orderings. Design-
ing a means of evaluation that can measure a system’s performance against
human intuitions for a large number of adjective sets remains a problem for
future research.

Finally, there remain some specific issues with the implementation of
our system, namely its overly deterministic nature (i.e., it never takes the
following noun or other context into account and so will always order any
two adjectives in the same way), and its sensitivity to training data, which
can result in overly large or small weights for specific words. Both problems
could likely be resolved by modifying the program to take some semantic
and/or pragmatic information into account. We plan to work on these mod-
ifications in future work, and we remain enthusiastic about the possiblities
for probabilistic learning systems of this nature. Additionally, we hope that
our results will inspire others working in the field of Computational Linguis-
tics to incorporate more of the findings we are gaining from the disciplines
of Psycholinguistics and Cognitive Neuroscience in their work to produce
systems whose output is useful to humans.
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Using Signals to Improve Automatic
Classification of Temporal Relations

Leon Derczynski and Robert Gaizauskas
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Abstract. Temporal information conveyed by language describes how
the world around us changes through time. Events, durations and times
are all temporal elements that can be viewed as intervals. These intervals
are sometimes temporally related in text. Automatically determining the
nature of such relations is a complex and unsolved problem. Some words
can act as “signals” which suggest a temporal ordering between intervals.
In this paper, we use these signal words to improve the accuracy of a
recent approach to classification of temporal links.

1 Introduction

The ability to order events, and the ability to determine which information is
valid at a given time, are important in practical NLP. Effective automation of
tasks such as summarisation and question answering require information extrac-
tion methods that can interpret information about time stored in documents.

One difficult problem in temporal information extraction is the ordering of
events. Although accurate event ordering has been the topic of much research [1,
10, 5, 8], work using the temporal signals present in text — for example, phrases
such as after, for the duration of and while — has been limited, and often only
yields a minimal benefit [11]. Clearly these words contain temporal ordering in-
formation that human readers can access. This paper investigates the augmen-
tation of a recent, high-performance temporal link classifier with information
about temporal signals.

Our hypothesis is that signals provide information useful to TLINK classi-
fication. We also present data on signal usage within a temporally annotated
corpus, in an attempt to gauge the likelihood of their being helpful and estab-
lish an upper bound on performance. After replicating existing work as a basis
for comparison, we add signal-specific features and show how they lead to an
improvement in classifier performance.

In this paper, we begin by describing the temporal annotation schema we
have chosen to use (TimeML [12]) and provide a definition of temporal signals
in the context of this paper (Sect. 2. In Sect. 3, we describe firstly how results
from a previous experiment by Mani et al. [10] are replicated, and then detail
the introduction of signal information into our system. Following this in Sect. 4
we detail our results, provide analysis in Sect. 5, and conclude in Sect. 6.
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2 Background

Here we will introduce the annotation used in this work, introduce problems
with temporal signals, and cover some of the relevant literature.

2.1 Temporal Annotation

In order to capture temporal information well, a sophisticated annotation schema
is required. We use the TimeML schema [12], which includes tags for event and
time expression annotation (<EVENT> and <TIMEX3> respectively), as well as
temporal relations between intervals (<TLINK>) and signal phrases (<SIGNAL>).
The two largest resources of TimeML annotated text are TimeBank [13] and the
AQUAINT TimeML corpus', which we merge to form a corpus for this work.

2.2 Temporal Links

Temporal links (or TLINKSs) describe a temporal relation between two intervals,
each of which is either an event or a time expression. Allen [2] describes a set
of relation types in terms of the interval endpoints. As our work is based on
TimeML-annotated data, we use the set of TimeML relations, which are similar
to Allen’s. Each temporal link can optionally reference a signal.

2.3 Signals

Signals in TimeML are used to indicate multiple occurrences of events (temporal
quantification) and also to mark words that indicate the type of relation between
two intervals. For event ordering we are only interested in this latter use of
signals. “A University Grammar of English” [14] lists a subset of these words in
Sect. 10.5, “Time Relaters”.

For example, in the sentence John smiled after he ate, the word after specifies
an event ordering. This example could be represented in TimeML as follows:

John <EVENT id="el1"> smiled </EVENT> <SIGNAL id="s1"> after </SIGNAL>
he <EVENT id="e2"> ate </EVENT> .
<TLINK id="11" eventID="el" relatedToEvent="e2"

relType="AFTER" signallD="si" />

TimeML allows us to associate text that suggests an event ordering (a signal)
with a TLINK. To avoid confusion, it is worthwhile clarifying our use of the
term “signal”. We use SIGNAL in capitals for tags of this name in TimeML,
and signal/signal word/signal phrase for a word or words in discourse that
describe the temporal ordering of an event pair. Examples of the signals found
in TimeBank are provided in Table 1. It is important to note that not every
occurrence of text such as after is a temporal signal. What is not shown due
to space constraints is that a temporal signal such as after may be used by
(for example) 39 TLINKs labelled AFTER, 17 labelled BEFORE, and four labelled
INCLUDES; the signal text alone does not infer a single interpretation.

! Available for download from http://timeml.org/site/timebank/timebank.html.
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Phrase Corpus freq.|Occurrences as signal|Likelihood of being signal
subsequently 3 3 100%
after 72 67 93%
s 10 8 80%
follows 4 3 5%
before 33 23 70%
until 36 25 69%
during 19 13 68%
as soon as 3 2 67%

Table 1. A sample of phrases most likely to be annotated as a signal when they occur
in TimeBank, which occur more than once in the corpus. All corpus data in this paper
was provided by the CAVaT command-line tool [6].

2.4 Previous work

When temporally ordering events, it is intuitively likely that signal information
may be useful. The trend in previous automated TLINK classification work has
not been to directly target signals as a primary source of ordering information,
although other attributes of annotated TLINKs and EVENTSs have been ex-
ploited as training features. For example, the best known automatic TimeML
annotation tool (TARSQI [15]) performs no SIGNAL annotation. Lapata and
Lascarides [7] worked with signals, using a restricted reference list of signal tokens
instead of drawing signal text from human-annotated data. This work was only
on same-sentence temporal links. Their accuracy at temporal relation classifica-
tion was 70.7%. Bethard and Martin [3] included some features that described
signals, where the compl-word feature (the signal text) was the 8t strongest in
their set of features for temporal relation classification. However, this work has
a number of limitations. First, it only uses the signal word and a simple rela-
tion type suggestion as features. It is also restricted to verb-clause construction
TLINKSs. Finally, The classifier only has to choose from a set of three TLINK
classes (before, overlap, after).

3 Method

To explore the question of whether signal information can be successfully ex-
ploited for TLINK classification, we proceed as follows. First we re-implement
a well-known TLINK relation classifier with state-of-the-art accuracy. Then we
add various signal-related features to the classifier to investigate their impact
on classification performance. The approach we have replicated as closely as
possible is from Mani et al. [9]. In brief, the method was as follows.

Firstly, the set of possible relation types was reduced by applying a mapping.
For example, as a BEFORE b and b AFTER a describe the same ordering between
events a and b, we can flip the argument order in any AFTER relation to convert
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it to a BEFORE relation. This simplifies training data and provides more exam-
ples per temporal relation class. Secondly, the following information from each
TLINK is used as features: event class, aspect modality, tense, negation, event
string for each event, as well as two boolean features indicating whether both
events have the same tense or same aspect. Thirdly, we trained and evaluated
the predictive accuracy of the maximum entropy classifier from Carafe? using
10-fold cross-validation.

Corpus Total TLINKs|With SIGNAL{Without SIGNAL
TimeBank v1.2 6418 718 (11.2%) 5700
AQUAINT TimeML v1.0 5365 178  (3.3%) 5187
ATC (combined) 11783 896  (7.6%) 10887
ATC event-event 6234 319 (5.1%) 5915

Table 2. TLINKSs and signals in our data.

TLINK data came from the union of TimeBank v1.2a and the AQUAINT
TimeML corpora. As the corpus used in the previous work by Mani et al. (Time-
Bank v1.2a) is not publicly available, we used TimeBank v1.2. This use of a
publicly-available version of TimeBank instead of a private custom version was
the only change from the previous method. In this work we only examine event-
event links, which make up 52.9% of all TLINKSs in our corpus (See Table 2).

We will later (Sect. 3.2) add features that require data to be separated into
test and training sets, with more sophistication required than that available in
Carafe’s maximum entropy classifier; thus, as well as performing 10-fold cross-
validation (XV), we also split all event-event TLINKS into a training set of 4156
instances and an evaluation set of 2078 instances.

Predictive accuracy|Baseline
Mani et al. results 61.79% 51.6%
Replicated results with our tools (10-fold XV) 60.32% 53.34%
Replicated results with our tools (train/test) 60.04% 53.34%

Table 3. Results from replicating one of MITRE’s TLINK classification experiments.

3.1 Replicating Previous Work

Table 3 shows results from replicating the previous experiment on event-event
TLINKs. The baseline listed is the most-common-class in the training data.

2 Available at http://sourceforge.net/projects/carafe/ .
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We achieved a similar score of 60.32% accuracy compared to 61.79% in the
previous work. The differences may be attributed to the non-standard corpus
that they use. The TLINK distribution over a merger of TimeBank v1.2 and the
AQUAINT corpus differs from that listed in the paper.

3.2 Introducing Signals to the Feature Set

To add information about signals to our training instances, we use the extra
features described below; the two arguments of a TLINK are represented by el
and e2.

— Signal phrase. This shows the actual text that was marked up as a SIG-
NAL. From this, we can start to guess temporal orderings based on signal
phrases. However, just using the phrase is insufficient. For example, the two
sentences Run before sleeping and Before sleeping, run are temporally equiv-
alent, in that they both specify two events in the order run-sleep, signalled
by the same word before.

— Textual order of el/e2. The textual ordering of linked events can be
reversed without affecting temporal order. Thus, it is important to know
the textual order of events and their signals even when we know a tempo-
ral ordering. This feature assumes that the order event-signal-event is most
prevalent in text; values are either el-e2 or e2-el.

— Textual order of signal and el, signal and e2. These features describe
the textual ordering of both TLINK arguments and a related signal. It will
also help us see how the arguments of TLINKs that employ a particular
signal tend to be textually distributed.

— Textual distance between el/e2. Sentence and token count between el
and e2.

— Textual distance from el/e2 to SIGNAL. If we allow a signal to influ-
ence the classification of a TLINK, we need to be certain of its association
with the link’s events. Distances are measured in tokens.

— TLINK class given SIGNAL phrase. Most likely TLINK classification
in the training data given this signal phrase (or empty if the phrase has not
been seen). Referred to as signal hint.Referred to as signal hint.

4 Results

Moving to a feature set which adds SIGNAL information, including signal-event
word order/distance data, 61.46% predictive accuracy is reached. The increase is
small when compared to 60.32% accuracy without this information, but TLINKs
that employ a SIGNAL in are a minority in our corpus (possibly due to under-
annotation). It would be interesting to see the performance difference when
classifying only TLINKs that use a SIGNAL.

There are in total 11783 TLINKSs in the combined corpus, of which 7.6% are
annotated including a SIGNAL; for just TimeBank v1.2, the figure is higher at
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Predictive accuracy XV Split

Baseline (most common class) 53.34% | 53.34%
Without signal features 60.32% | 60.04%
With basic signal features 61.46%| 60.81%

With signal features including hint| n/a [61.98%

Table 4. TLINK classification with and without signal features, using both 10-fold
cross validation and a one-third/two-thirds split between evaluation and training data.

11.2% (see Table 2). The proportion of signalled TLINKs in our data is lowest
at 5.1%.

The results of extending the feature set over a split of signalled and un-
signalled links is shown in Table 5, from a one-third /two-thirds evaluation/training
split.

Predictive accuracy Unsignalled links|Signalled links
Baseline 52.68% 64.21%
Plain features 62.05% 55.65%
Plain + signal features 62.05% 69.57%
Plain + signal features + hint 62.05% 41.72%

Table 5. Predictive accuracy from Carafe’s maximum entropy classifier, using features
that do or do not include signal information, over signalled and non-signalled TLINKs
in ATC. The baseline is accuracy when the most-common-class is always assigned.

5 Analysis

From Table 1 we can estimate the probability that a word or word sequence can
be annotated as a SIGNAL associated with a TLINK. This may be of use when
annotating signals, especially in the AQUAINT TimeML corpus. In any case,
given that our feature set might only be helpful to 5.1% of event-event links
in the ATC corpus (Table 2), the maximum performance increase at predicting
signalled links can be estimated.

Let us suppose that we have perfect signal discrimination and association.
Suppose our extra features do not help TLINKSs without SIGNALs, and that the
increase in performance is due solely to better accuracy classification of TLINKs
that use signals. Let accuracy at classifying this signalled minority be a. Given a
proportion of signalled TLINKS s, and predictive accuracy of our classifier when
using features that do not depend on signals P,, (from Table 4):

P,(1—s)+as=0.6146 (1)
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a=0.8381 (2)

Thus, we may be classifying signalled TLINKs at over 80% accuracy when
using the augmented features. This indicates a significant increase in predictive
accuracy for signalled event-event TLINKSs from the previous accuracy of 60.32%.
This is a target for classification of signal-employing TLINKs.

It is hard to determine an external upper bound for the classification of
signal-employing TLINKs because inter-annotator agreement (IAA) figures are
only available for TimeBank, and not at this level of detail. However, we can see
from [4] that TLINK TAA reached 0.55. One would have to refer to the original
annotator data and identify those TLINKs which were marked as employing a
signal to determine an TAA value just for TLINKs with an associated SIGNAL.
TAA for signals was 0.77.

We have hypothesised that adding features to represent signals in TLINK
classification will lead to an increase in predictive accuracy. To test this, we
repeat the above experiment, which compared features includign and excluding
signal information. Data was divided into TLINKs that employ a signal, and
those that do not. We expected to see similar prediction accuracy from both
feature sets when classifying TLINKSs that do not use signals. The baseline was
the most common class in the dataset.

If there is no performance difference between feature sets when classifying
TLINKS that do use signals our hypothesis is incorrect, or the features we used
are bad representation. If signals are helpful, and our features capture informa-
tion useful for temporal ordering, we expect a performance difference when eval-
uating signalled TLINKSs. Results in Table 5 support our hypothesis that signals
are useful, but we are performing nowhere near the maximum level suggested
above. Data sparsity is a problem here, as the combined corpus only contains 319
suitable TLINKSs, and both source corpora evidence of signal under-annotation.
The results also suggest that the signal hint feature was not helpful; this is the
same result found in [3].

Exploring the strongest feature set (basic+signals; no hint), attempting to
combat the data sparsity problem, we used 10-fold XV instead of a split; results
are in Table 6. This shows a distinct improvement in the predictive accuracy of
signalled TLINKSs using this feature set over the features in previous work.

Predictive accuracy|Baseline|Plain features|Plain and signal features
Unsignalled links 52.68% 61.81% 61.81%
Only signalled links 62.41% 60.32% 82.19%

Table 6. TLINK predictive accuracy using 10-fold cross validation over signalled and
non-signalled TLINKSs
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6 Conclusion

When learning to classify signalled TLINKSs, there is a significant increase in
predictive accuracy when features describing signals are used. This suggests that
signals are useful when it comes to providing information for classifying temporal
links, and also that the features we have used to describe them are effective.

Future work is focused on improving signal and TLINK annotation. We need
to explore how to discriminate whether or not a string is used as a temporal
signal in text. Next, after finding a temporal signal, we need to determine which
intervals it temporally connects. Finally, we can attempt to annotate a temporal
link based on the signal. Once finished, we can integrate all this into existing
temporal annotation tools.
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Tagger for Polish based on binary classifier
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Abstract. Tagging for languages with complex and rich tagsets is a
computationally difficult task. To simplify matters, typical approaches
assume that for each word there exists only one correct tag. In the case
of Polish this assumption is wrong.

In this paper I describe a different approach to morphosyntactic anno-
tation based on binary classifier applied at the tag level (not the word
level). It performs well, as it is slightly better than other known tagging
methods for Polish. What is more, it handles correctly cases in which
more than one tag is correct.

1 Introduction

The typical approach to the problem of tagging of highly-inflected languages with
rich tagsets assumes that for each word there is exactly one possible correct tag.
It is not the best assumption in the case of Polish, since there exist linguistically
justified cases where a few tags are desirable (see [Przepiérkowski, 2004] for
details, fig. 1 gives an example). This tagging problem can be perceived as a
statistical classification task, with classes or decisions typically corresponding to
tags.

The aim of this project is to build a tagger for Polish which would deal with
the above mentioned true ambiguities. Additional requirements are: appropriate
resources (especially time) consumption, good tagging results and no or little
human work needed. An additional useful feature would be the possibility to
convert a trained model into a human-readable form of rules or decision tree for
further quality improvement. The project has a proof of concept character and
is rather short term, so only a prototype which satisfies the above requirements
was built.

2 Overview

The typical attitude to tagging is a statistical classification with as many decision
classes as there are tags in the tagset. However, if we take output obtained from
the morphological analyser into consideration, we could approach this task as
the classical binary classification problem. Let us suppose we have a word with
several possible tags. Instead of choosing only one correct tag for this word, we
can attach to each possibility one of the following classes: correct or incorrect.

232



1)

Pamietam ja pijang.
remember.1ST her.ACC drunk.ACC/INS
’I remember her drunk.’

(2)
a. Pamietam go pijanego.
remember.1ST him.ACC drunk.ACC

b. Pamietam go pijanym.
remember.1ST him.ACC drunk.INS

’T remember him drunk.’

Fig. 1. An example of a tag ambiguity: for pijang both interpretations are fully correct,
regardless of context (taken from [Przepiérkowski, 2004]).

There are very many known classifiers which perform well in different cir-
cumstances, for example Support Vector Machines widely used in i.a. chemical
and geographical domains and C4.5 in data mining. With regard to the size of
the training data (order of millions of instances) the best algorithms and imple-
mentations should be searched among data mining applications (classification
based on large training data is a very typical task in this field). In most im-
plementations the data is expected to be in the tabular form, and each row is
treated independently.

While adapting data mining classifiers to tagging two things should be taken
into consideration: the choice of the right attributes (columns of table) and the
conversion of the output from the morphological analyser format to the tabular
format (and vice versae). Additionally, in order to reduce the information noise'
in the input data for classifiers it is important to abstract from actual words in
the classification process. Hence, initial, bootstrap tagging is needed before the
actual classifier can be used.

The main disadvantage of this method is the evident information leak: during
the conversion of the tag proposals for a word to the tabular form, the knowledge
that the possible tags are attached to one specific word is lost. It is possible
because of the representation of a single word as a set of independent rows in
the table. Unfortunately, to the best of my knowledge, there do not exist any
methods which would allow for the classifier to take into account the relationships
between rows in the case when the number of rows (possible tags) differs between
words and frequently reaches the value of several dozen rows.

! In our case mostly irregularities
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3 Technical assumptions

The input data should be in the output format of the morphological analyser
Morfeusz [Woliniski, 2006] . It is the standard format of the IPI PAN Corpus of
Polish ( http://korpus.pl/ ; [Przepiérkowski, 2004] ). This format uses XML files
conforming a variant of EAGLES Corpus Encoding Standard.

A tagset used in the IPI PAN Corpus is structured. It encodes separately in-
formation of a grammatical class and each of the grammatical categories (consult
[Przepidrkowski, 2004] for details on tagset of the IPTI PAN Corpus).

4 Implementation

4.1 Attribute selection
As attributes of table the following attributes have been chosen:

— the number of possible tags for processed word

— the number of correct tag possibilities for this word

— split tags for four successive words (2 preceding words, processed word, 1
following word)

Tags have been split into the smallest pieces of information contained in
them, e.g. grammatical class, gender, number, case etc. Each of them is used as
a separate attribute. It is similar to a tagset conversion to a positional format
of the four mentioned words simultaneously.

4.2 Classifier algorithm selection

In order to simplify the process of experimenting I have based my application on
the debellor data mining library [Wojnarski, 2009] which allows to apply one of
100+ classifier algorithms from the well-known WEKA [WEKA] and Rses [Rses]
data mining environments. It is slightly faster, has lower memory consumption
compared to the WEKA environment and provides a nice API.

The series of experiments have shown that the best results, at small cost of
time, can be achieved with the J48 classifier. It is an efficient implementation of
the C4.5 tree classifier. The C4.5 is an algorithm which classifies using binary
trees built using a concept of information entropy (computed on the training
data). See [Quinlan, 1993] for detailed description.

4.3 Model training and tagging process

Training and tagging are performed iteratively.

1. During the first iteration both the training and the test data are initially
tagged before they are converted to the tabular format. The conducted experi-
ments have shown that the classifier achieves better results when it is trained on
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such corrupted data rather than when it is trained on the original, correct tags.
For the initial tagging a simple unigram tagger is used.

Additionally, in order to slightly improve the results and speed up the op-
eration the data are split according to grammatical classes after having been
converted into the table. Then a separate model is trained for each class. It costs
some additional memory resources, but allows easy parallelisation and, therefore,
allows for the shorter computation time.

Classified test data are used as a source of test data in subsequent iterations.
Tag values for each word are corrected according to those results. In cases in
which the classifier marked all tag proposals as incorrect, one of tags is toggled
with the help of the initial value set by the unigram tagger.

2. During the second and all the subsequent iterations the classifier model is
trained on the original data which are not modified by the unigram tagger. The
number of iterations may be adjusted depending on the available resources and
the required quality.

4.4 Remarks

The effectiveness of the conversion from the IPI PAN Corpus format to the
tabular format and unigram tagger have been slightly optimized in the course
of their implementation, but the quality, not the efficiency was the aim of the
project.

The presented approach allows the model to be obtained in a compact,
human-readable form of the decision tree. However, with respect to the adopted
assumptions and the aim of the project the conversion of the model to this form
has not been implemented. It would require additional work as well as modi-
fication of the debellor library, which at the moment does not allow to export
trained models.

The use of the standard, universal tabular data format (WEKA’s .arff) en-
ables further experiments/processing by virtually any available data mining or
machine learning tools. The rich classifier library allows experimenting with other
classifiers, including meta-classifiers (compositions or boosters of simpler classi-
fier algorithms).

5 Results

Tagger development and evaluation were conducted using data from the IPI
PAN Corpus of Polish ( http://korpus.pl/ ; [Przepiérkowski, 2004] ). The corpus
consists of over 880,000 manually annotated words. The applied tagset contains
over 1,000 tags used in practice (4,000+ theoretically possible combinations of
parts of tags).

The proposed tagging method was developed on the basis of the 9/10 of the
data, while the final evaluation was done on the remaining 1/10 (every tenth
paragraph, starting from the first one, was evaluated in this phase). In order to
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obtain results comparable with other algorithms a full 10-fold cross-validation
on the whole corpus was done.

Experiments have shown that the best results (in acceptable time) have been
obtained when the J48 was used as a classifier. The quality of results improves
with each iteration and normalizes after about 5 iterations. A few configurations
of metaclassifiers (including the MultiBoostAB and the RotationForest, both
with the J48 as a subclassifier) achieved better results than the J48 alone when
they were trained on small parts of the corpus. Unfortunately, when applied to
the whole large training data, they get (very) similar quality to the J48. The only
difference is a lower number of iterations needed (however, since single iteration
is much slower, the whole training lasts longer).

The experiments with different window sizes (different number of surround-
ing words used in construction of the table) have proved that the asymmetric
window 2-1-1 is the most suitable for Polish. Bigger windows (3-1-1, 2-1-2, etc.)
made the data more chaotic and made it difficult for classifier to distinguish ac-
cidental configurations from true grammatical rules. Smaller window concealed
some relationships between words from the classifier. It can be seen as a slight
improvement from the trigram taggers, which generally performs well in highly
inflected Slavic languages (e.g. [Debowski, 2004], [Hajic et al., 2001]).

5.1 Efficiency estimation

(results obtained on a computer with Athlon X2 2.3GHz processor and 8GB of
RAM memory)

10-fold cross-validation of the whole corpus: |[time consumed
1 iteration, J48 classifier approx. 3.5h
5 iterations, J48 classifier approx. 7.5h

6 Evaluation

The data source has been described in section 5 (Results). The employed eval-
uation measures have been defined and discussed in
[Karwanska, Przepiérkowski, 2009] .

6.1 10-fold cross-validation of whole corpus

The results of the 10-fold cross-validation of the whole corpus are presented in
tables 1 and 2.

6.2 Discussion

Correctness of 88.4% places this method of tagging among the best known tag-
gers of Polish. According to [Karwanska, Przepiérkowski, 2009] , two other tag-
gers (Debowski Tagger and TaKIPI) using the same testing methodology on the
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measure result
correctness 0.8775
weak correctness 0.9061
precision 0.8832
recall 0.8965
F-measure 0.8898

Table 1. Results for 1 iteration, whole corpus

measure result
correctness 0.8838
weak correctness 0.9186
precision 0.8832
recall 0.8991
F-measure 0.8910

Table 2. Results for 5 iterations, whole corpus

same corpus achieved respectively: 87.4% and 86.6%. The weak correctness and
the F-measure also suggest that this is a better approach to tagging.

Similarities in results among different classifiers considered to be the best
suggest that the obtained results are near to the actual amount of information
contained in the (preprocessed in such way) corpus. It seems that the bottleneck
of the whole tagger is the unigram tagging (it certainly causes some information
to be lost): when the ideal bootstrap tagger is simulated by using the original
manual annotation the result of tagging by the classifier is approx. 4% better.
The classifier significantly improves the quality of the unigram bootstrap (from
less than 70% to nearly 90%), consequently, it should reach higher results with
a better bootstrap.

7 Summary

The presented approach enables to build an effective tagger for Polish which
uses admissible amounts of resources and is relatively fast. With small additional
effort, thanks to the form of the classifier, the trained model can be converted
to the human-readable form of decision rules (using conditions from the decision
tree) and presented to linguists for further enhancement.
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Abstract. Microarray technology is often used in gene expression exper-
iments. Information retrieval in the context of microarrays has mainly
been concerned with the analysis of the numeric data produced; how-
ever, the experiments are often annotated with textual metadata. Al-
though biomedical resources are exponentially growing, the text corpora
are sparse and inconsistent in spite of attempts to standardize the format.
Ordinary keyword search may in some cases be insufficient to find rele-
vant information and the potential benefit of using a semantic approach
in this context has only been investigated to a limited degree. We explore
the possibilities of retrieving biomedical information from microarrays in
Gene Expression Omnibus (GEO), of which we have indexed a sample
semantically, as a first step towards ontology based searches. Through an
example we argue that it is possible to improve the retrieval of biological
information.

Key words: semantic annotation, ontologies, domain analysis

1 Introduction

Ontology-based information retrieval and extraction of semantic information in
text corpora are techniques used in connection with text searches. These tech-
niques can help to utilize biological domain knowledge in connection with the
retrieval of gene expression experiments, which is a an area where the need for
shared information is increasingly important. Gene expression profiles are kept
on so called microarrays, and are used for data analysis [1]. Though information
exchange can be difficult due to the lack of standardization there does exist a
metadata guideline that outlines the Minimum Information About a Microarray
Experiment (MIAME) [2].

The National Center for Biotechnology Information database, Gene Expres-
sion Omnibus (GEQO), is a public functional genomics data repository supporting
MIAME-compliant data submissions|[3], where it is possible to retrieve and down-
load microarray data. Retrieval of data is mainly based on a keyword based text
search, which is not always capable of finding all data of interest. Instead, the use
of a bio-ontological oriented approach could be beneficial in such cases. However,
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an ontological based text search in connection with microarray experiments has
only been investigated to a limited degree.

This paper will focus on an experimental approach to a bio-ontological ori-
ented search. By demonstrating this technique through an example, we want to
show that it is possible to retrieve relevant information that will not be found us-
ing ordinary keyword search. Also, this might lead to a more intuitive approach
to search for information in the microarrays. The biomedical data sources is
based on metadata from the GEO database, which is imported into our local
database. The imported metadata is indexed semantically in order to enable on-
tological inference. The method used to index the text corpus is similar to that
in [4], which is closely connected to the SIABO project [5] and addresses prob-
lems about accessing the conceptual content of biomedical texts. Similarly, the
microarray-oriented MGED Ontology [3] uses the same approach to fetch data
from GEO as we do. They provide a framework which can be used by developers
whose environments facilitates the use of ontologies in microarray metadata. It
has not been convenient to use in our case, since it is difficult to extend with
our method of semantic language processing [5].

2 Methods and Results

Gene expression experiments published in the GEO database are to be described
in accordance with the MIAME standard [2]. Despite standardization efforts
the amount and quality of the entered information varies a lot and searches in
databases can therefore be quite a challenging task. In order to demonstrate
the possibility to improve the retrieval of microarray information we analyze a
sample GEO experiment using the logic programming language Prolog.

GEO D Fetch and convert Local
Database data into our ':> Database
database format
Result <):| Run Prolog |-q Fetch and convert
data into Prolog code

Fig. 1. Illustration of the data flow from fetching the data from GEO to generating
Prolog code and returning results.

A GEO experiment is registered with a unique experiment id in the database
and has links to microarrays, each registered with a unique microarray id. An
experiment is conducted on a specific platform and even reuse of platforms can
occur. These platforms are also described and each has a unique platform id and
can be cross-referenced. To support our ontology-based search methodology, a
process fetches the data from the GEO database. The data is converted into
a Prolog format and saved in a local database. In this process entities and
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properties of those entities needs to be extracted from the textual descriptions
associated with the experiments.

To illustrate how this method works, we make use of a human stem cells
experiment (GSE6015) which has been fetched from GEO. The experiment is
recorded according to the MIAME standard and is relatively well-described in
all aspects. It would be expected to find such an experiment through ordinary
keyword search. Ordinary keyword search would be expected to find such an
experiment, but unfortunately this is not the case if we do a keyword search
for 7adult stem cell”, in which case GSE6015 will not be among the results.
Embryonic fibroblast cells, which are mentioned in the experiment text, are in
fact adult stem cells. Thus, from a user perspective, this GSE might be a relevant
result when searching for adult stem cells. Consider the fragment of an ontology
below, which models the adult stem cell relationship:

isa(stem_cell,cell).
isa(adult(stem_cell),stem_cell).
isa(embryonic(fibroblast_cell) ,adult(stem_cell)).

Entities and properties are identified in the textual descriptions of the experi-
ment and extracted as Prolog facts. For instance, in the sentence ”Embryonic
fibroplast cell” from the GSE6015 experiment, the compound noun results in an
entity fact and the adjective in a property fact:

entity(’GSE6015°,1,fibroblast_cell). property(’GSE6015’,1,embryonic).

Using a simple Prolog rule it is possible to compose more complex entities from
the entities and properties of the textual descriptions:

composed_entity(G,Id,Combined) :-
entity(G,Id,Name),
property(G,Id,Property),
Combined =.. [ Property, Name ].

This rule finds an entity (e.g. fibroplast_cell) and associated property (e.g.
embryonic) and combines them using the Prolog =.. operator to form a com-
posed entity term, embronic(fibroplast_cell), suitable for matching the on-
tology. Consider for instance a sample query for “adult stem cells”:

query(G) :- isa(X,adult(stem_cell)), (entity(G,_,X);composed_entity(G,_,X)).

Running the query(G) goal will then produce the result, G=>GSE6015°. The
ontology is used to specialize the more general query “adult stem cell” to the
more specific text “embryonic fibroblast cell” actually occurring in the textual
description of the experiment. This example illustrates just one form of query
expansion. For a thorough treatment of ontological query expansion see [6].

3 Discussion
We presented a sketch of methodology for performing ontology based search

in the GEO database and demonstrated how such a search may be capable of
retrieving information that eludes ordinary keyword based search. Our method
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3. LANGUAGE AND COMPUTATION

is in an early stage where the ideas are still being refined and there are a number
of challenges to be solved.

We are investigating methods for the automation of extraction of entities and
properties from the text, which present challenges such as ambiguity, inconsis-
tent naming and anaphora. The matching of a query to a document relies on
assumptions about the implied meaning of extracted relations and in the ontol-
ogy. This approach is not semantically well-founded, but pragmatically useful
since it enables users to retrieve the otherwise elucidating relevant experiments.
However, traditional information retrieval evaluation measures are difficult to
apply due to the lack of a golden standard. Instead, we plan to do a qualitative
evaluation and continuous improvement in cooperation with biologists.

An important issue of the functionality of semantic search in microarray-
corpora is that the textual, although usually in line with MIAME; is of differing
qualities. Some, like the case of GSE6015, have even filled out most of the blanks
with a lot of information, whereas others, as in GSE1310 (another embryonic
stem cell study), is lacking a lot of information. It is written according to the MI-
AME standard, although very sparsely so. Sparse annotations is a complication,
inherent to much of the microarray-corpora, where an ontology based approach
may be advantageous since it can provide a means to bridge the query to the
experiment through ontological inference.

The design of the ontology is a demanding task and even with a large effort
it may not be elaborate enough to cover all relevant cases. As an alternative it
may be interesting to explore a vector-space model [7].

Since it is naive to believe that the annotations will be complete in the future,
we find that ontology-based search for microarray data can be useful and is an
area that needs more investigating.
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Abstract. This paper addresses the problem of meaning composition
in Italian Prepositional Phrases. Exploiting prepositional phrase cate-
gories provided by Italian traditional grammar I manually annotated
1000 Prepositional Phrase instances and then I mapped the categories
into Pustejovsky’s qualia structures and Wu-Barsalou’s property classes.
The results in a classification task are F1 = 0.731 with prepositional
phrase categories, F1 = 0.797 with qualia structures and F1 = 0.886 with
property classes. Property classes showed to be good in distinghuising
between entity and situational properties of nouns simply using preposi-
tions as features.

1 Introduction and Related work

There has been an effort in recent years towards the exploitation of preposi-
tions in semantic information extraction (see for example O’Hara and Wiebe
2008 [3]). A huge problem in this area is preposition ambiguity, that makes
hard to use prepositions as features in computational linguistics. Girju [2] used
Prepositional Phrases, translated in different languages, in a semantic relation
extraction task and she demonstrated that her strategy helps in rising the per-
formance of the classifier. In order to improve the possibility of comparison be-
tween prepositions in different languages I explore here the semantics of Italian
Prepositional Phrases using two different theoretical frameworks: Pustejovsky’s
qualia structures ([6]) and Wu and Barsalou’s [10] classes of generated proper-
ties. Qualia are well-known and powerful descriptions for lexical semantics and
many tried to extract them automatically, for example Cimiano and Wenderoth
([1]) among others. For instance qualia structures are: Formal role (shape, po-
sition..); Constitutive role (material, parts..); Telic role (purpose, function..)
and Agentive role (creator, causal chain..). The classes of generated properties
I chose are the five higher level categories from Wu and Barsalou’s proposal.
To the best of my knowledge, nobody tried to use them for a classification task
with Italian Prepositional Phrases before. The five classes I mentioned are: Tax-
onomical Properties (synonym, category, superordinate..); Entity Proper-
ties (associations, components, quality..); Situational Properties (location,
manner, participant..); Introspective Properties (evaluation, cognitive oper-
ation, negation..) and Miscellaneous Properties (meta-comment, repetition).
In the next section there is the description of the experiments and then in section
3 a discussion follows, section 4 is dedicated to conclusions.
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2 Experiments

Corpus selection and annotation I sampled 1000 Italian Prepositional Phrases
from CORISsmall, a reduced version of CORIS, a 100M-word, balanced corpus
of written Italian. I first run a supersense tagger (Picca et Al 2008 [4]) on the
dataset in order to obtain semantic classes for nouns in the prepositional phrases
(they are: animal, person, plant, body, group, attribute, quantity, shape, posses-
sion, substance, artifact, food, object, location, time, act, process, phenomenon,
event, relation, cognition, communication, feeling, motive, state, emotion). Then
I manually annotated each prepositional phrase with the categories provided by
Italian traditional grammar (see Prepositional Phrase categories in table 1), that
are a mixture of semantic relations (predication, matter, location ..) and seman-
tic roles (agent, beneficiary ..). In the annotation the observed agreement (Scott
1955, [8]) between two native speakers, one with and one without a background
in theoretical linguistics, is 7 = 0.8.

Ezperiments 1 run all experiments in Weka (Witten-frank 2000 [9]) using deci-
sion trees (Quinlan 1993 [7]) and support vector machines with polynomial kernel
(Platt 1998 [5]) as algorithms, a 66% training-33% testing split and prepositions
and noun supersenses as features. In experiment 1 I put Prepositional Phrase
classes as target of the classification and results are F1 = 0.722 with decision
trees and F1 = 0.731 with support vectors. Although this result is good I think
that sparseness cuts down the performance of the classifier both with decision
trees and support vector machines, since there are many classes, some of which
obtained very good performances (eg. specification, accompainment), but most
of them have very few instances, thus yielding poor performances (eg. quality,
mean, manner, purpose, distribution..). This result has been taken as the base-
line for experiments 2 and 3, reported below. In order to reduce sparseness I
mapped the prepositional phrase categories into Pustejovsky’s Qualia structures
and classes of generated Properties by Wu and Barsalou described above. The
agreement on the mapping has been calculated between two italian native speak-
ers with a background in linguistics. It is # = 0.904 from Prepositional Phrase
types to Wu-Barsalou’s categories and m = 0.619 from Prepositional Phrase
types to Pustejovsky’s qualia. The mapping is reported in detail in table 1.
Then I run experiment 2 with qualia and experiment 3 with property classes
as targets of the classification respectively. In both the experiments the settings
are the same described above. For the qualia classification task a class "NA” has
been added in order to account for missing data (see table 1). Results are shown
in table 2.

3 Discussion
Both Wu and Barsalou’s classes and Pustejovsky’s qualia outperform the base-

line reported in experiment 1. Wu and Barsalou’s properties yield exactly the
same performance both with trees and support vector machines. Looking at the
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PP category Properties Qualia Semantics

specification Entity NA z Of y

quality Entity constitutive z HasQuality y
topic Situation NA z About y
limitation Situation NA 2 LimitedTo y
relation Situation NA z InRelationWith y
time Situation formal z AtTime y
mean Situation telic z ByMeansOf y
manner Situation constitutive £ MannerOf y
matter Entity constitutive z MadeOf y
quantity Entity formal r HasQuantity y
comparison Introspective formal z ComparedTo y
purpose Situation telic z HasPurpose y
beneficiary Situation telic z Toy

location Situation formal z LocationAt y
predication Category NA z IsA y
accompainment Situation NA x With y
accusation Introspective agentive z GuiltyOf y
distribution Situation NA z DividedIn y
denomination Category constitutive z Named y
source Situation agentive z From y

agent Situation agentive z CauseOf y

Table 1. mappings.

results of experiments 2 and 3 (table 2) we can notice that qualia and proper-
ties catch different aspects of Prepositional Phrase semantics. On the one hand
Qualia show a good classification performance only for the "NA” class, which is
by far the most populous one, and for the formal role, that is easily separable
from the "NA” class, unlike the telic and consitutive roles. The agentive role
seems to have too few instances (22) for extracting good rules. On the other
hand Wu-Barsalou’s classes allow us to distinguish between entity and situa-
tional properties very well. The rules generated by the decision trees for qualia
and properties show that qualia generate a large tree considering prepositions
first and then noun supersenses, while property classes use only prepositions
as features for the classification task revealing that di (of) is associated to en-
tity properties, while all the other monosyllabic prepositions, namely a (to), da
(from), in (in), con (with), su (on), per (for) and tra/fra (within), are associated
to situational properties. We note that also support vectors make use only of
prepositions for the classifiaction: this explains why the performance is the same
both with decision trees and support vector machines.

4 Conclusions

In this paper I showed that it is possible to classify automatically situational
and entity properties in Italian Prepositional Phrases directly from raw text
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classes F1 (supprot vectors) F1 (decision trees)
formal 0.735 0.795
constitutive |0.294 0.296
agentive 0.333 0
telic 0.27 0.256
NA 0.905 0.906
avg 0.796 0.797
category 0 0
entity 0.932 0.932
situation 0.785 0.785
introspective |0 0
miscellaneous|0 0

avg 0.886 0.886

Table 2. Results of experiments 2 and 3.

by exploiting just prepositions. In the future it would be interesting to repeat
the experiments with prepositional phrases in other languages in order to test
whether or not prepositions introduce specific noun properties as they seem to
do in Italian.
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