
HUD-SUMO: Simulacra of In-Vehicle Head-Up 
Displays Using SUMO To Study Large-Scale 

Effects 
Pascal Jansen* 

Ulm University, Germany 
0000-0002-9335-5462 

Mark Colley* 

Ulm University, Germany 
UCL Interaction Centre, UK 

0000-0001-5207-5029 

Elisabeth Wimmer 
Ulm University, Germany 

0009-0007-9711-1717 

Jan Maresch 
Ulm University, Germany 

0009-0004-8330-6861 

Enrico Rukzio 
Ulm University, Germany 

0000-0002-4213-2226 

HUDSUMO 

HUDSUMO GUI 

CARLA 

HUDConfig.xml 

Simulation_data.csv 

Spectator Client 

Influence Calculation 

TRaCI 

SUMO 

Fig. 1: High-level architecture of HUD-SUMO. 

Abstract—Large-scale effects of head-up displays (HUDs) are 
currently unknown, as experiments focus primarily on empirical 
data from one participant. Therefore, we simulate the impact 
of augmented reality (AR) windshield HUDs on driving perfor-
mance. Using the open-source simulators SUMO and CARLA, 
we model various AR HUD settings, such as fatigue, and assess 
their effects on key driving factors such as reaction time, speed 
adherence, lane-changing behavior, and acceleration. The HUD 
settings include brightness, information frequency, field of view, 
and relevance of displayed information. The simulation provides 
insight into how different HUD configurations may influence 
driving behavior, contributing to future vehicle design and safety 
guidelines for AR HUDs. 

Index Terms—automated driving; SUMO; CARLA; open 
source; head-up-display; driving behavior 

I. BACKGROUND AND SUMMARY 

According to the Global status report on road safety 
2018 [1], there are more than 1 million fatalities in traffic per 
year. Head-up displays (HUDs) are one possibility to improve 
driving safety by reducing the necessity to glance at displays 
outside the line of sight. In particular, Augmented Reality 
Head-up displays (AR-HUDs) gain significance because they 
offer far greater potential than traditional HUDs by providing 
drivers with enhanced support through relevant information [2, 

*These authors contributed equally to this work. 

3, 4]. AR-HUDs can improve drivers’ awareness of their 
surroundings and reduce reaction times to critical events. 

Moreover, AR-HUDs are also relevant in the context of 
automated driving. Passengers need to understand the behavior 
of the automated vehicle, such as its navigation decisions and 
its detection of other road users, to feel safe and trust the 
vehicle [5]. AR-HUDs can visualize the vehicle’s intended 
route [6], highlight road users [5], and display information 
about surrounding traffic [7], helping passengers build trust in 
the automated system and maintain situational awareness (see 
[5, 6, 7, 8]). 

The impact of an AR-HUD largely depends on its ability 
to minimize distractions while effectively conveying essential 
data. Therefore, this technology represents a crucial advance-
ment toward safer and more efficient driving environments 
in manual and automated vehicles. However, studying all 
these factors in an empirical study on AR HUDs is nearly 
impossible; thus, simulations are necessary. 

HUD-SUMO allows studying the effect that AR-HUDs have 
on the driving performance of drivers in an urban environment. 
Using SUMO, an open source, multi-modal traffic simulation 
package [9], it is possible to simulate how driving behavior 
changes in response to different AR-HUDs, for example 
by influencing the awareness of the surrounding vehicles 
or reaction times to events happening nearby. If an AR-
HUD has a high distraction level, it negatively influences 
the driver’s reaction time. In contrast, an AR-HUD with a 
low distraction level but high relevance of information can 
improve the reaction time. Those changes can be observed in 
a 3D environment using CARLA, a simulator for autonomous 
driving research based on Unreal Engine [10], making it 
easier to observe and evaluate situations. Where possible, we 
made factors (calculations, values, etc.) impacting the driving 
performance as reasonable and factual as possible, grounded 
in scientific resources. Our open source code is available at: 
https://github.com/Pascal-Jansen/HUD-SUMO. 
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II. PURPOSE 

HUD-SUMO is a simulation framework designed to assess 
the large-scale effects of AR windshield HUDs on driving 
performance in urban environments. Utilizing the microscopic 
traffic simulation tool SUMO [9] and the CARLA simula-
tor [10], we model various AR-HUD settings and their impact 
on key driving factors such as reaction time, speed adher-
ence, lane-changing behavior, and acceleration. Microscopic 
traffic flow models focus on individual road users, capturing 
dynamic variables like the position and velocity of each 
vehicle. By varying HUD parameters—including brightness, 
information frequency, field of view (FoV), and informa-
tion relevance—HUD-SUMO seeks to measure macroscopic 
changes in traffic flow and driver behavior resulting from 
different AR-HUD configurations. This approach allows us to 
explore how various HUD designs can influence driving safety 
and efficiency, contributing valuable insights for future vehicle 
design and safety guidelines for AR-HUDs. 

III. CHARACTERISTICS 

After repository cloning, install the requirements detailed in 
the requirements.txt. If other cities than those provided 
are to be used, these must be downloaded and saved in 
the appropriate directory. We strongly encourage community 
input, either as comments, issues, or additional code in the 
GitHub repository. We plan to upgrade these requirements to 
improve performance and capabilities. 

IV. CODE/SOFTWARE 

A. Algorithms 

TABLE I: HUD factors affecting driving performance. 

Factor Range Source Description 
Brightness 0–0.9 [11, 

12] 
Level of HUD visibility. Lower 
values make the HUD more 
opaque, whereas higher values 
(e.g., 0.9) make it almost see-
through. 

Frequency minimum, 
average, 
maximum 

[13, 
14, 
15] 

When information is displayed; 
minimum: only when needed, max-
imum: means all info is always 
displayed. 

Field of 
View 

30–100 [13, 
16] 

FoV in degrees. A higher FoV 
(e.g., 100°) projects AR elements 
over most of the windshield; a 
lower FoV (e.g., 30°) confines ele-
ments above the steering wheel. 

Relevance unimportant, 
neutral, 
important 

[15, 
17, 
18] 

Importance of the displayed info; 
important: only essential info 
(speed, navigation), unimportant: 
includes non-critical info (music 
track, weather). 

The main idea of HUD-SUMO is to simulate how different 
AR HUD design configurations (see Table I) affect driving 
performance by adjusting driver behavior parameters within 
the SUMO simulation at each step. This involves modifying 
the driving factors such as reaction time, speed adherence, 
acceleration, maximum speed, and minimum following gap 
based on the specific HUD settings assigned to each vehicle 

(see Table II). The value ranges of brightness and FoV are 
continuous to increase design granularity. 

TABLE II: Factors defining driving performance. 

Factor Value Range Source Description 
Reaction 
time 

1.1 0.5 -
2 

[19, 20, 
21, 22] 

Reaction time in seconds. 

Speed 
adher-
ence 

1.0 x > 
0.00 

[13, 19, 
23] 

Factor how precisely the driver 
adheres to the speed limit. 1.0 
means the driver is driving ex-
actly at the, and 1.2 means driv-
ing up to 20% faster than the 
speed limit. 

Acceleration 3.5 x > 
0.00 

[14, 19] Maximum acceleration in m/s² 

MaxSpeed 150 x > 
0 

[14, 23] Maximum speed driven in km/h. 

MinGap speed 
2 x > 

0 
[13] Minimal gap to the followed car 

in m. 

To optimize performance during the simulation, we pre-
compute mappings between HUD factors (brightness, infor-
mation frequency, FoV, and information relevance) and their 
effects on driver states (awareness, distraction, and fatigue). 
The Appendix details and visualizes these mappings derived 
from empirical studies and established relationships in the 
literature (see Table I, Table II, and Table III). 

At the beginning of the simulation, we initialize the driver 
state for each vehicle, setting base values for awareness, 
distraction, and fatigue levels as specified in Table III. Vehicles 
are then assigned HUD configurations based on predefined 
probabilities, allowing us to simulate a variety of HUD settings 
within the same traffic environment. 

The Appendix shows that HUD factors do not always 
influence the driving performance directly but influence the 
driver states: awareness, distraction, and fatigue level, affecting 
the driving performance (see Table III). 

TABLE III: Human factors affecting driving performance. 

Factor Value Range Source Description 
Awareness 
level 

5 1-10 [17, 
22, 
24, 
25] 

The awareness level describes the 
driver’s awareness of their surround-
ings while driving, where 10 is the 
highest awareness. A highly aware 
driver might catch a pedestrian 
crossing earlier or hold a higher gap 
to the car before them. 

Distraction 
level 

6 1-10 [4, 
15, 
26] 

The distraction level shows how 
distracted a driver is where 10 is 
the highest distraction. A distracted 
driver might take much longer to 
react to a braking car in front of 
them or a traffic light turning green. 

Fatigue 
level 

5 1-10 [21, 
27] 

The fatigue level shows how tired a 
driver is, where 10 is the highest fa-
tigue. A tired driver might react and 
drive much slower than an awake 
driver. 

The main simulation loop operates as follows: 
Driver State Update: At each simulation step, we update 

the driver states for all vehicles based on their assigned HUD 
configurations. This involves calculating the new awareness, 
distraction, and fatigue levels using the formulae provided in 
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the Appendix. For example, the awareness level is adjusted by 
considering the information relevance, frequency of updates, 
FoV, and the driver’s current distraction and fatigue levels. 

Driving Performance Adjustment: With the updated 
driver states (see Table III), we recalculate the driving per-
formance factors for each vehicle. This includes determining 
reaction time, speed adherence factor, acceleration, maximum 
speed, and minimum gap. These calculations use the formu-
lae outlined in the implementation section, incorporating the 
weighted effects of the driver states and HUD factors. 

Vehicle Behavior Simulation: The adjusted driving perfor-
mance parameters are then applied to each vehicle within the 
SUMO simulation. For instance, a higher reaction time may 
result in delayed responses to traffic signals or sudden stops, 
while changes in speed adherence affect how closely a driver 
follows speed limits. 

Logging and Data Collection: Throughout the simulation, 
we log relevant data points for each vehicle, such as current 
speed, acceleration, position, and driver state variables. This 
data is stored in CSV files for post-simulation analysis, en-
abling us to assess the impact of HUD configurations on traffic 
flow and safety metrics. 

By iteratively updating driver states and performance factors 
at each simulation step, HUD-SUMO captures the dynamic 
interactions between AR HUD settings and driver behavior. 
This allows us to evaluate how various HUD designs influence 
driving performance on a large scale, providing valuable 
insights for vehicle designers and policymakers aiming to 
enhance road safety and efficiency. 

B. Co-Simulation with CARLA 

Fig. 2: First Person View. Setting: unimportant information. 

While the effects of AR HUDs can be studied without a 
visualization, we added support for CARLA for debugging 
and experiment purposes. 

Using CARLA combined with SUMO, the user (i.e., pro-
fessional user) can spectate the simulation in a real-life setting 
in a top-down view and ”sit” in a simulated car (see Figure 2). 
The user can see a mockup of the simulated AR HUD from this 
passenger’s perspective. The information relevance variable 
determines how many elements appear in CARLA: when set to 
unimportant, multiple icons (e.g., calendar, music player, etc.) 

that are non-critical to the driving are shown, while important 
restricts the HUD to only critical driving information (e.g., 
speedometer or navigation arrows). An element’s content does 
not alter its assigned relevance; for example, a calendar 
element provides generally unimportant information in driving 
contexts regardless of its date content. 

The basic requirements for the co-simulation are Python 
3.10, SUMO 1.20 or greater, and CARLA 0.9.15 or greater. All 
three components must be downloaded from their respective 
distribution pages and installed according to their instructions. 
Afterward, follow the setup instructions: 
1) Clone this repository to a location of your choice 
2) Install python packages (pip install -r 

.\requirements.txt) 
3) Open ”config.py” and set your CARLA base path up to the 

folder ”\WindowsNoEditor” 
4) Copy content of setup files into the CARLA folder (copy 

the WindowsNoEditor folder over the one from CARLA, 
merge or overwrite if prompted) 

The co-simulation can be initiated by starting the config-
uration client via py main.py. Selecting whether to run the 
CARLA client within the configuration client is possible. If 
the CARLA client is not selected but the spectator client option 
is enabled, CARLA will run silently in the background. 

C. Measurements and Logging 

In addition to SUMO’s standard output (see [28]), we log 
further parameters in a CSV file listed in the Appendix. 

V. USAGE NOTES 

Fig. 3: Overview of the GUI to alter HUDs. 

While the implementation is based on the scientific litera-
ture, we highlight that the simulation cannot necessarily be 
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seen as an accurate representation of the influence of AR 
HUDs on drivers. However, in line with Park et al. [29], the 
simulacra of human behavior with HUD-SUMO can generate 
insights that plausibly define future behavior. This is currently 
the most appropriate avenue to study the large-scale effects of 
eHMI and AVs on traffic flow. 

Users must run the main.py to access the GUI (see 
Figure 3). After creating custom HUDs in the GUI and 
running HUD-SUMO, it automatically generates the necessary 
SUMO configuration files, spawns vehicles, and (optionally) 
launches CARLA for a first-person view. Our repository’s 
sample_data folder includes a dataset with five sample 
HUDs to facilitate users’ exploration of HUD-SUMO. An R-
script in the analysis folder demonstrates how to load, 
process, and perform basic descriptive and inferential analysis 
of the simulated data, helping users assess the effects of 
different HUD configurations before expanding to larger-scale 
studies. Additionally, users can replay the floating car data 
(FCD) logs [30] using SUMO’s fcdReplay.py to visualize 
the simulation. FCD logs store each vehicle’s metrics, such 
as position and speed, for every timestep; by default, HUD-
SUMO exports FCD logs to the Simulation_data folder. 

VI. LIMITATIONS AND FUTURE WORK 

There are several limitations to HUD-SUMO: 
• Options used to simulate the AR HUDs are very limited. 

For a more accurate simulation, it would be necessary 
to differentiate more, maybe even allow customizing the 
different HUD elements. 

• The created formulae, base values, and weights used to 
simulate the driving performance using AR HUDs are based 
on data from the linked research. However, the accuracy 
of the simulation results can be decreased if the data is 
imprecise or scarce regarding certain factors. 

• The number of HUDs simulated simultaneously is limited to 
the number of available vehicle types (vTypes) in CARLA 
as the HUDs are being mapped to the vTypes. Currently, we 
enable the simultaneous simulation of 11 HUDs. 

• CARLA has rather large requirements for self-compiling 
that made it not feasible for us to modify CARLA directly. 
Therefore, we used a pre-compiled version of CARLA that 
works well but imposes restrictions on the overall project. 

• The SUMO integration into CARLA can show the state 
of vehicles in a 3D environment, but using the plethora of 
sensors and tools that CARLA can provide is impossible. 
The vehicle data is transferred so that SUMO provides the 
location of every vehicle at every given time to CARLA, 
meaning the sensors only see the vehicle projection with no 
access to the simulation data itself. 

• The spectator client is limited in the information it receives 
because the CARLA sensors are non-functional. Therefore, 
the visualization is much less dynamic than it could have 
been. The spectator client is limited to the vehicle speed as 
a dynamic item in the HUD. 

• While SUMO and CARLA synchronize the vehicles pretty 
well, there are world inconsistencies and synchronization 

errors between SUMO and CARLA. For example, traffic 
lights are not in sync, and roadsigns do not match. 

• There is no proper way to export maps from SUMO to 
CARLA, as CARLA requires 3D modeling of the complete 
map. This limited us to the CARLA-provided maps. 

Currently, the simulation focuses on purely simulating the 
effects of AR HUDs without considering different drivers. Fur-
ther plans could be to simulate the impact of AR windshields 
HUDs with drivers of different ages and genders with different 
driving experiences [31, 32] and other personal factors. Also, 
there are multiple factors we did not take into account when 
simulating the AR HUDs. One is the virtual image distance 
(VID), which influences cognitive tunneling [33, 34]. Another 
aspect that might be interesting to simulate is the color of 
the HUD elements, which can affect the visibility of the 
HUD elements [35]. In general, there are numerous studies 
about AR HUDs and their influence on driving behaviour [36] 
and the driver’s mental load [37], which might be integrated 
into this project later on. While the passenger perspective 
view in CARLA is intended for debugging and simulation 
visualization, a future version could show actual HUD element 
functionality (e.g., navigation) for end-users, for example, in 
the context of a user study. 

VII. DISCUSSION 

In this work, we presented an implementation of HUD-
SUMO to study the effect of AR HUDs on a large scale. While 
our simulation implementation is grounded in empirical data, 
we acknowledge that scientific data regarding certain factors 
can be scarce. This scarcity highlights a potential limitation 
in how scientific results are often reported—emphasizing 
observed differences without providing quantitative measures. 
Consequently, some of the numerical values in our simulation 
are based on educated estimations rather than direct extraction 
from studies and statistics. Despite this, we argue that using 
these estimations is the most appropriate way to study the 
large-scale effects we are investigating. The extensive, result-
ing datasets suggest that spatiotemporal automotive user inter-
face analysis [38] could facilitate future simulation analysis. 

VIII. LICENSE & MAINTENANCE 

The code is available on GitHub under the MIT license, 
facilitating open use, modification, and collaborative input 
from the community. Our maintenance plan involves regular 
checks and timely updates to stay aligned with SUMO’s latest 
versions while preserving compatibility with the last major 
release. We welcome community contributions such as bug 
fixes and feature improvements, which the core team will 
review to ensure consistency and quality. 
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