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“In the shadow of the Athena Fountain, 
Elise and Maximilian stood, the March 
sunlight casting a golden hue over the 

allegorical �gures that seemed to guard 
the entrance to the Austrian Parliament 

Building.”
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Figure 1: Story-Driven is a mobile system that creates a context-synchronized storytelling experience for any given journey. A
customized audiobook is narrated as the user travels, weaving contextual information into the story. By integrating real-world
elements into the story world, the line between the physical and virtual worlds is blurred. This is achieved by calculating the
difference between the user’s physical Estimated Time of Arrival (ETA) at a location and the Estimated Time to Mention (ETM)
of that location in the story. With AI-generated storytelling, the narrative is aligned with the real world in real-time, creating a
unique storytelling experience for every journey.
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ABSTRACT
Stories have long captivated the human imagination with narra-
tives that enrich our lives. Traditional storytelling methods are
often static and not designed to adapt to the listener’s environment,
which is full of dynamic changes. For instance, people often listen
to stories in the form of podcasts or audiobooks while traveling in
a car. Yet, conventional in-car storytelling systems do not embrace
the adaptive potential of this space. The advent of generative AI
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is the key to creating content that is not just personalized but also
responsive to the changing parameters of the environment. We
introduce a novel system for interactive, real-time story narration
that leverages environment and user context in correspondence
with estimated arrival times to adjust the generated story continu-
ously. Through two comprehensive real-world studies with a total
of 30 participants in a vehicle, we assess the user experience, level
of immersion, and perception of the environment provided by the
prototype. Participants’ feedback shows a significant improvement
over traditional storytelling and highlights the importance of con-
text information for generative storytelling systems.

CCS CONCEPTS
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1 INTRODUCTION
Storytelling is said to be an ancient human universal, bringing
together generations of people since time immemorial [50]. The
element of narrative entertainment has evolved since then: the
writing and printing of books has given millions of people access
to storytelling, and the development of digital audio technology
has taken storytelling to the next level by combining the charac-
teristics of professional voice actors with the narrative talent of
book authors. The resulting audiobooks and podcasts are the mod-
ern manifestation of traditional storytelling and have become a
common medium for hands-free entertainment while performing
multitasking tasks such as housework or traveling.

Traveling and commuting are often time-consuming processes,
with little possibility of using this time for other tasks. Particularly,
commuting by car demands the driver’s visual and hands-on atten-
tion at all times, making longer travel a dull task. Here, audiobooks
have emerged as a popular activity for both passengers and drivers
[34]. However, traditional auditive means of entertainment do not
make use of the many potential advantages that come with the
mobility of traveling by car. The interior of a vehicle presents a
highly unique design space: being a confined space, it is partially
isolated from external influences. Moreover, it is highly mobile,
with the environment changing frequently. This results in excep-
tionally variable context factors along the ride, which can be both
a blessing and a curse for context-aware in-vehicle systems.

The emergence of Generative AI applications in recent years
has made it possible to create personalized content in any modal-
ity: image (e.g., DALL-E1), video (Sora2), audio (MusicGen3), and
text generation (ChatGPT4) have become much more human-like
through the impact of Generative AI. Especially the introduction of
the text-based tool ChatGPT resulted in an enormous public interest
by providing access to Generative AI for a non-technical audience.
Current large language models (LLMs) show great performance
as conversational interfaces, excelling in their ability to interpret
natural language. Besides mere informational question-answering,
LLMs are also able to provide great entertaining value by gener-
ating content that is tailored exactly to the user’s needs: Video
games can provide more immersive player interaction [14, 27], quiz
applications adjust to the user’s preferences in real-time, and con-
versational assistants offer a much more human-like experience.

Especially in mobile settings, such as traveling in a car, auditory
interfaces benefit from text-based LLMs due to their hands-free
and eyes-free interaction. The qualities of LLMs make them very
suitable for automated storytelling [11]. They provide an acceptable
narrative quality while allowing many possibilities for customiza-
tion and adaptation.

To make use of this potential, we propose a novel system for
context-synchronized storytelling in mobile settings named Story-
Driven. By combining the changing environment during a drive
with the adaptive qualities of an LLM, the system is able to create an
immersive storytelling experience tailored to any given route. Us-
ing contextual and geographic information about the vehicle’s sur-
roundings, interesting locations along the route are woven into an
AI-generated story. GPS and traffic information are used to synchro-
nize the storytelling with the real world, blurring the line between
fiction and reality. We propose that this context-synchronized sto-
rytelling can be utilized for creating much more believable envi-
ronments [20] and a more engaging listening experience [51].

Contributions
We enable reproduction of our research by providing datasets and
source code to the community5. In summary, we provide the fol-
lowing core contributions:

• We present an experienceable end-to-end system for gen-
erative storytelling in mobile environments. Designing this
system poses the challenge of merging mobile, real-time
context into a context-synchronized, immersive experience.

• We introduce a novel method that writes and adopts stories
based on contextual information and timing, which we val-
idate in both a simulator setting and in several real-world
scenarios.

• We evaluate the system in two real-world user studies (n=5
and n=25) to assess the user experience in comparison to a
baseline system.

1https://openai.com/dall-e-3, last accessed on 2024/02/19
2https://openai.com/sora, last accessed on 2024/02/19
3https://musicgen.com/, last accessed on 2024/02/19
4https://chat.openai.com/, last accessed on 2024/02/19
5See supplementary materials, will be made accessible on GitHub
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2 RELATEDWORK
2.1 Context in Mobile HCI
Context-aware systems (CAS) have become an important para-
digm in the field of mobile Human-Computer Interaction (HCI)
[9]. Abowd et al. [1] have pioneered the research on context-aware
computing, framing context as implicit situational information. In
many scenarios, this describes a vast amount of information that be-
comes relevant. As Baldauf et al. [3] stated, "It is a challenging task
to define the word context". Numerous definitions of the term exist
and include several factors, such as the user’s location, environ-
ment, identity, emotional state, and attentional focus [15, 39, 40].
Notably, many of these factors change within a mobile context:
Where location is the most frequently used attribute of context [3],
it is also the most variable for mobile applications.

Contextual information is collected by so-called sensors, which
can be divided into three categories: physical, virtual, and logi-
cal sensors [3]. In current mobile applications, physical sensors
are the most frequently deployed sensors, e.g., in location-based
services (LBS) [37]. With the increase of mobile devices (such as
smartphones), LBS have become more popular over the years [3].
Wireless cellular networks provide access to information via the
internet to any location in the world, with 5G technology enabling
latencies and bandwidths for computation-expensive real-time ap-
plications such as large-scale vehicular communication networks
[48]. Car-based context-aware applications present the pinnacle
of the variability of context information. With vehicles traveling
at higher speeds than most mobility solutions, the environment
context changes with even higher frequency. This creates both chal-
lenges and opportunities. Kari et al. [24] make use of fast-changing
environment variables by adjusting in-vehicle music to external
affordances (e.g., tunnel entrances). Bethge et al. [6] involve the
user’s emotional state for navigation purposes, combining internal
and external contextual information.

2.2 Narrative Storytelling
Narrative storytelling is an ancient human trait that has been stud-
ied across multiple disciplines, such as literature [4], psychology
[2], and media studies [38]. How a story is written and told impacts
the audience’s engagement and attention. For instance, the Dual-
Coding Theory by Paivio [32] states that the human brain encodes
information in both visual and verbal modalities. If both modalities
are utilized, the information is easier to retrieve. This is further
supported by the Multimedia Learning Theory [30]. Therefore, a
visual-auditive storytelling experience is easier to perceive and
remember [23].

Visual storytelling has the power to enhance verbal storytelling
through images: "A picture is worth a thousand words." [7]. This
is reflected in recent approaches to automate visual storytelling.
Huang et al. [22] argue that mere descriptive image-to-text genera-
tion is not suitable for natural HCI, as they propose a more narrative
approach to achieve conversational human-AI communication. Fol-
lowing this narrative focus, other approaches in the domain have
explored the generation of image-based questions as a means to
deepen engagement and interactivity. Suwono et al. [43] leverage
geographical and contextual information to integrate visual sto-
rytelling with question generation. The introduction of multiple

modalities to automated storytelling and question generation has
shown to create more meaningful and appealing experiences [56].

2.3 Automated Storytelling
Usage of LLMs is widespread among the general public [16] and
with their constant technological advancements they can fully au-
tomate the process of crafting a narrative or telling a story. Collab-
orative systems can provide human writers with the assistance of
AI-generated content [13, 28, 52, 57] or pave the way for users to
automatically generate content to their liking. Researchers have
implemented different tools to generate stories with LLMs that
cater to users’ input, which can take the form of a selection of story
elements [33], a number of topics [29], or rough sketches of a plot
[35]. Chung et al. [12] proposed an interactive sketching system
that allows users to sketch narratives by sketching rough graphs,
while an LLM generates the corresponding narrative.
LLMs are not only applicable for user-controlled story generation,
but they are also capable of generating high-quality narratives on
their own. Though public skepticism towards AI persists, Chu and
Liu [11] found that LLMs such as ChatGPT hold the potential to
outperform human writers. They can offer progressive narratives
and provide innovative plot twists, even though they lack imagina-
tion for diverse scenarios and rhetoric [5].

To get the best results from an LLM’s story-telling skills, it can
be beneficial to structure and plan narratives before generating
whole stories. This approach helps provide coherence and impede
repetition [42, 55]. Researchers have experimented with differing
methods of providing a structured plot, including modeling story-
lines from image sequences [21]. Yang et al. [54] have publicized
an extensive line of work aiming to generate coherent long-form
story content with LLMs. They proposed Re3[54], a framework that
generates long stories with recursive reprompting and revision, and
later on implemented a detailed outline control [53] and a concrete
outline control [47] to improve scalability, story coherence, and
pacing in automated story-telling.

Automated storytelling is applicable to many different areas. Re-
searchers have experimented with utilizing LLMs in different indus-
tries like helping companies create brand stories [46] and designing
narratives for educational escape rooms [17]. On a personal level,
automated story-telling can create stories from photo albums to
facilitate experience sharing [31] or assist with entertaining a child
with interactive story-telling [10, 57]. LLMs can also write visual
novels, like educational narratives on climate change [19].

3 CONCEPT
The core idea of context-adaptive storytelling is to create a new
level of spoken narrative immersion for mobile use by weaving ele-
ments of the real world into the fictional narrative. This is achieved
by generating an audiobook that takes place in real-world locations
that the user eventually passes. By extending and shortening, the
story is temporally aligned with the elements of the physical envi-
ronment, allowing the user to visually associate these places with
the auditory locations of the story. This effect is further enhanced
by enriching the contextual information with descriptions of the
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locations, as well as time and weather data. We hypothesize that by
blurring the line between the auditory perception of the fictional
story and the visual perception of the surrounding real world, the
storytelling experience can be taken to a much more immersive
level.

3.1 Technical Overview
To implement the concept of context-synchronized storytelling, a
robust way of generating custom stories is necessary to allow for
incorporating any given contextual information into the plot. For
performance reasons, we opted for OpenAI’s GPT-4 API6. However,
since our prototype is based on a prompt-engineering approach,
any given LLM could be deployed with minor adjustments to the
prompts. To deliver the story to the user, a text-to-speech (TTS) API
by Azure AI Speech Studio7 was used. Regarding the integration
of context information, we decided to implement points of interest
(POI) with a visual description, weather information, time of day,
and season, as well as the planned route and the current position of
the user. For each run, the POIs are selected dynamically along the
route and according to their importance score (see subsection 3.3).
Additional data is then gathered from various online APIs. Based
on these POIs and their descriptions, we then prompt GPT-4 to
generate a story outline structurally following a traditional narra-
tive arc (exposition, rising action, peak, falling action, resolution)
8. Additionally, four main characters are pre-generated by GPT-4
since this is a popular choice in existing literature that provides
enough storytelling material without overcharging the user. Finally,
the API is prompted to fully generate the five chapters of the story
according to the approximate length of the route (see subsection 3.4
for the full story preparation).

With the complete story in place, the planning phase is complete
and the live phase can begin. At this point, the user will be ready
to start navigating. The start of the spoken narration is triggered,
where the TTS engine reads the prepared story to the user. From
now on, the estimated time of arrival (ETA) at the next POI on the
route is calculated continuously to make sure that the generated
story is aligned with the physical ETA of the user (for a detailed
description, see subsection 3.5). Along the journey, this process is
repeated for every segment of the route. For the last segment, the
end of the story is adjusted to the end of the journey, so the plot
has a coherent ending instead of being interrupted abruptly.

3.2 Designing Context for Mobile Storytelling
The selection of relevant context information for context-aware
systems is a crucial step in the design of such systems. To break
down the complexity of a mobile context-aware system, we have
identified three integral parts, which we describe in the following.

Environment. Mobile systems hold a variety of contextual in-
formation, both external (e.g., route, travel velocity, surrounding
landscape, location) and internal (e.g., emotional state, cognitive
load, fatigue, knowledge about the area). These factors could po-
tentially be woven into the narrative. For our system, we decided

6https://openai.com/gpt-4, last accessed on 2024/04/03
7https://speech.microsoft.com/portal, last accessed on 2024/04/03
8https://www.masterclass.com/articles/what-are-the-elements-of-a-narrative-arc-
and-how-do-you-create-one-in-writing, last accessed on 2024/04/03
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Figure 2: Story-Drivencombines several data streams in a mo-
bile application. The in-vehicle apparatus consists of three
mobile devices: one device serves as a mobile router to create
a local network, where the main device running the system
can communicate with a third, external mobile device for
receiving GPS information. Via the cellular connection, sev-
eral Microsoft Azure APIs are queried for real-time access to
a TTS engine, an LLM, and map data.

to focus on a subset of context factors: (1) Incorporating real-world
locations into the story was considered to have the greatest impact
on the user’s perception of the story [43]. We focused on the visual
appeal of locations to attract and retain the user’s attention, thereby
facilitating the visual-auditory connection between the real-world
location and the fictional story. These locations are referred to as
points of interest (POI). (2) Information about the current weather
forecast, time of day, and season were selected to align the overall
setting of the story to the real world. This data was selected due to
its impact on the visual scene that the user would perceive. While
it was likely to remain unnoticed by the user due to its subtlety,
it rather served the purpose of preventing notable discrepancies
between the story setting and the real world (e.g., a story set in a
freezing winter narrated on a hot summer day).

Story. Creating a narrative is a complex task and includes an
indefinite amount of components that can impact the storytelling
experience, e.g., genre, plot, characters, story length, or setting. In
the case of prompted, AI-generated stories, we controlled these
factors with fixed parameters defined in the prompts. These param-
eters included the overall genre of the story as well as a plot type
from "20 Master Plots" [45] to guide the narrative the LLM would
create. Due to the location-based nature of our system, we opted
for a Riddle plot type as this was most suitable for frequent loca-
tion changes. Moreover, the story structure followed a traditional

https://openai.com/gpt-4
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Figure 3: The context-synchronized storytelling system dy-
namically selects relevant POIs (highlighted) by calculating
a bounding box along the route. All of the POIs overlapping
with the bounding box are then filtered according to their
importance score and specific threshold values to respect the
story’s structure, leaving only a relevant selection (marked
in green) for the story.

narrative arc to improve comprehensibility. The full story setup is
described in subsection 3.4.

Auditory Output. Voice interfaces are led by many parameters,
such as tone, accent, reading speed, or emotional emphasis. With
recent progress in neural speech synthesis, voice interfaces have
become more human-like, allowing for a more natural interac-
tion with computer systems [44]. For the purposes of our context-
synchronized storytelling, a human-like state-of-the-art voice was
necessary to prevent fatigue and annoyance during longer listen-
ing periods. From the Microsoft Azure AI Speech Studio, we used
the female voice "Ava", as its "bright, engaging voice" lends itself
well to engaging users in a storytelling experience. The neural
TTS API is able to synthesize high-quality speech in real-time and
automatically emphasize sentences without additional annotation.

3.3 Dynamic POI Selection
From a user’s point of view, the initial input to the context-synchronized
storytelling system only consists of a route from a starting point
to an ending point. Alongside this route, POIs that are relevant to

the story are selected through a set of OpenStreetMap (OSM) tags
and filtered to fit the story’s structure. The quality of an individual
POI is determined by their importance score, which is calculated
by the Nominatim OpenStreetMap API9. This score is based on
the place’s Wikipedia page rank, the overall search rank, and the
number of OSM tile views. Additionally, certain threshold values
have to be considered during the POI selection: (1) A minimum
time interval between two POIs ensures that the storytelling system
has enough time to talk about each POI. (2) A maximum temporal
distance between two POIs prevents the storytelling system from
talking about a location for too long. (3) The first and last chapter
of the story (i.e., exposition and resolution) should not include any
real-world locations to allow for an appropriate introduction and
conclusion of the story. (4) To guarantee a minimum relevance of
every selected location, all POIs below a certain importance thresh-
old are not considered. We empirically found that a value of 0.15
provides great results.

This POI polling processmust produce the best possible locations,
both in terms of POI quality and story coherence, to allow for an
ideal storytelling experience. Therefore, we developed a global
search procedure that selects the best set of POIs. The algorithm
starts by drawing a polygon along the route. Then all relevant,
intersecting POIs are queried and filtered. From the remaining POIs,
all combinations complying with thresholds (1)-(3) are considered
and the set of POIs with the maximum accumulated importance is
selected. This approach considers all possible POI combinations and
ensures that no POIs with exceptionally high importance scores
are left out.

3.4 Story Pre-Generation
Having selected the locations that would be implemented in the
context-synchronized storytelling allows for preparing the actual
story. OpenAI’s GPT-4 API was used for the entire story generation
and adjustment. All of the prompts were structured as zero-shot
chain-of-thought prompts [26] with the elements of an effective
prompt by Giray [18] in mind. To further improve the output of the
API, the initial system message passed to the LLM was as follows:
"You are a writer of beautiful stories with well-readable phrasing
and compelling and creative plots. Your target audience is young
adults." We start the story generation by creating a story plan, an
approach that was inspired by Yang et al. [54]. They proposed a
system that builds a story plan with an LLM to generate coherent
long-form story content. We provide all contextual information that
we aim to weave into the story (POIs with a description extracted
from Wikipedia10, weather status, time of day, season) to the LLM
and instruct it to generate a premise for a story with a specific
genre and plot type [45] as well as four central characters to be
featured.
Building upon that information, we have the LLM construct a plot
outline. In this process, we additionally applied ideas of the Detailed
Outline Control (DOC) hierarchical framework [53] for improved
scalability. The outline is represented by a hierarchical tree structure
that dynamically scales in depth to accommodate longer routes.

9https://nominatim.org/release-docs/latest/customize/Importance/-, last accessed on
2024/04/03
10https://en.wikipedia.org/, last accessed on 2024/04/03
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Figure 4: The story’s structure follows a hierarchical tree
approach [53] to achieve a scalable and flexible storytelling
experience. The POIs are divided among the five chapters
from the narrative arc and the chapters are split into sub-
chapters if they hold multiple POIs.

The outline is generated with a template pattern [49] to ensure a
parsable and reliable output. The pattern provides a five-chapter
structure and consists of multiple hierarchies. Each chapter content
is described by a short 2-3 sentence summary and the number
of POIs that resulted from the dynamic POI selection are divided
equally among the three inner chapters of the narrative arc (rising
action, peak, falling action). If a chapter holds more than one POI,
it is further divided into subchapters, each holding one POI and a
short content description that inherits from the chapter’s summary.
The plot outline was crucial for preserving story coherence later on.
The prompts used for this story setup can be found in the Appendix
A.1. The duration of a full generation process heavily depended on
the API version used and ranged from 40 seconds to five minutes.

After the preparation is completed, the actual story content gen-
eration process is initiated. For each chapter, the LLM is given the
story’s premise, characters, plot outline, contextual information
(including POIs), and the summary of the previous chapter. The
contextual information also contains a first approximation of the
chapter’s length, estimated according to the calculated ETA from
the POI polling process. If a chapter includes more than one POI,
a subchapter is generated for each individual POI. Since our LLM
became less reliable with the generation of long text passages, chap-
ters that surpassed a length of about 80 seconds were generated in
sections to prevent "LLM laziness", where the API simply would
return fewer sentences than requested. Finally, each section, sub-
chapter, and chapter is generated consecutively, returning an "ideal"
story that would align story locations with real-world POIs if the
pre-calculated ETAs were met during the actual ride. The prompts
used for the story generation can be found in the Appendix A.2.

3.5 Real-time Adjustment
Traveling from one place to another is a time-consuming process
that is impossible to predict exactly. When traveling by car, unpre-
dictable events such as traffic jams, red lights, and accidents can
delay the journey for an indefinite time. Using public transport
can be even more unpredictable due to missed connections or train

delays. With our context-synchronized storytelling system being in-
tended for mobile use, simply transferring the pre-generated story
from subsection 3.4 to the real world would quickly lead to asyn-
chronicity between the story and the real-world POIs. Therefore,
the story needs to be adjusted in real-time according to updated
information about the user’s environment. The synchronicity be-
tween the real world and the story is achieved by calculating and
comparing two values: The ETA (in seconds) at the real-world POI
and the estimated time to mention (ETM, in seconds) of the POI in
the story. The difference between the ETA and the ETM of the next
POI is periodically calculated during a journey. The ETA is updated
every five seconds by recalculating the route from the user’s current
position to the next POI using the Microsoft Azure Maps API11. If
the difference to the current ETM surpasses a positive or negative
threshold, the system edits the current (sub)chapter.

To accomplish this, we have the LLM re-generate the rest of
the current passage anew with a number of sentences that will
result in a text that implements the desired ETM. We keep track
of the sentences in a passage that were already read and edit the
remaining text after a padding of two sentences to avoid pauses due
to latencies. For this system to work, we utilize a few averages to
calculate the number of sentences we need to generate in order to
end up with the desired read time. First, we calculated the talking
speed of the text-2-speech API in words per second (𝑤𝑠𝑒𝑐𝑜𝑛𝑑 ) and
the average words per sentence in texts generated by the LLM
(𝑤𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ). With these averages, we could calculate the average
length of a sentence in seconds: 𝑙𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 = 𝑤𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒/𝑤𝑠𝑒𝑐𝑜𝑛𝑑

When 𝑑𝑖 𝑓 𝑓 = |𝐸𝑇𝑀 − 𝐸𝑇𝐴| > 𝑙𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 we trigger an edit for
the current passage and shorten or infill it by ⌊𝑑𝑖 𝑓 𝑓 /𝑙𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 ⌋
sentences. We round down because it is more tolerable to come up
short in our use case than to overshoot.While the overall generation
times varied depending on the amount of text, they never exceeded
a duration of roughly seven seconds. An example of the editing
method can be found in Figure 5.

Routing APIs like Azure Maps are usually able to predict ETAs
accurately to the minute but not to the second. Because our sys-
tem preemptively edits the current text, we can tolerate minor
discrepancies and we also tolerate short pauses right before a POI
is approached. It is important, though, that the passage mention-
ing a POI starts directly before the POI is approached, otherwise
it might be missed by the user. To guarantee that timing, we not
only consult the routing ETA but also the geographical distance
between the GPS position and the POI when the user is in close
range. When the distance drops below a certain threshold (0,25km),
and the ETA is somewhat small, we can trigger the start of the
(sub)chapter mentioning the POI.

4 PRELIMINARY FIELD TEST
In an initial field test in a real-world scenario, the context-synchronized
storytelling system was deployed in a car. The goal of this user
study (N=5) was to test an in-the-wild deployment of the system
under realistic circumstances to record qualitative user feedback
as authentic as possible. Therefore, we recruited four participants
as drivers of the study vehicle; one additional participant joined

11https://azure.microsoft.com/en-us/products/azure-maps, last accessed on 2024/04/03

https://azure.microsoft.com/en-us/products/azure-maps
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ETA = 50

ETM = 72

Max, ever the pragmatist, peered over his laptop, his curiosity piqued by 
the potential digital footprint of this archaic relic.

Elena, her rebellious heart beating in tandem with the diary's secrets, 
couldn't help but feel the weight of her ancestors' whispers, guiding her 
from the sepia-toned past.

Please write the part of the 
Exposition after the 7. 
sentence again and make it 1 
sentence long. 

�e diary spoke of a hidden treasure, shrouded in the city's cultural 
tapestry, and protected by riddles that demanded a union of their diverse 
talents to unravel.

�ey exchanged glances, an unspoken agreement passing between them, 
the thrill of the chase igniting their collective spirit.

With the sun casting a gentle glow through the café's stained glass, they 
stood, ready to step into the labyrinth of Vienna's heart, unaware of the 
eyes that watched them from the shadows.

It was in this moment, under the soft murmur of the Ka�eehaus, that the 
adventure of a lifetime began, with the city's history as their playing �eld 
and the diary as their guide.

�eir eyes met, a silent pact formed, each aware that the solution to the 
riddles lay not just in the diary, but in the hidden corners of their beloved 
Vienna waiting to be deciphered.

5
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Cut content 
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Figure 5: The context-synchronized storytelling system periodically updates the ETA to the next POI and calculates the
difference to the ETM of said POI in the story. Should the difference exceed the threshold value of 10.5 seconds, a re-generation
of the rest of the story is triggered. In this example the ETA to the next POI is 50 seconds, but the ETM exceeds it by 22 seconds,
so the remaining content of the chapter is removed and replaced by shorter story content.

the user evaluation as a passenger. To prevent loud noises from dis-
turbing the storytelling experience and to reduce the cognitive load
for the participants, an electric vehicle with an automatic gearbox
was selected for the user evaluation. The context-synchronized sto-
rytelling system was deployed using a laptop and a mobile phone,
with a third device acting as a mobile data hotspot for the system.
The study was recorded by two supervisors seated in the back row
of the vehicle to provide an undisturbed driving experience.

4.1 Procedure
The study was conducted in a mid-sized town in Germany. All
of the participants were volunteers and were not rewarded with
compensation. The participants were instructed to follow the nav-
igation cues given to them by one of the supervisors. The route
chosen for the experiment mostly crossed an urban environment
with five POIs along the route. Before every run, the participants
gave their consent to the anonymized recording and processing of
any spoken statements. Afterward, certain demographic data was
recorded, including gender, age, knowledge of the English language,
and educational level. Moreover, the participant’s knowledge of
the local area was queried, as well as their recent consumption
of written books and audiobooks to record general affinity with
storytelling and narration. After the participants had finished a
20-minute round trip with the context-synchronized storytelling
system, a semi-structured interview was conducted. The interview
mostly focused on qualitative feedback by asking for the partic-
ipant’s favorite and least favorite aspects of the system. Further,
the participants were asked to recall as many locations from the

story as possible, as well as their memory of the story’s setting (i.e.,
weather and time of day). Finally, their opinion of the sound of the
voice interface was queried.

4.2 Participants
Out of the N=5 participants, n=2 self-identified as female, and n=3
as male. The average age of the participants was M=27.2, ranging
from 19 to 43. All of the participants reported that their knowledge
of the English language was between levels B2 and C2. Their overall
knowledge of the area was indicated as not good (2), okay (1), and
good (2). While three of the participants had read one book in the
last twelve months, the other two had read more than 20 books.
Similarly, three participants listened rarely or never to audiobooks,
while the other two indicated to do so often.

4.3 Results
The overall response to the system was positive. When asked to
recall the locations mentioned in the story, three out of the five
participants were able to name three out of five POIs. These three
locations were highly visible from the road and visually appealing.
The other two POIs were only recalled once each, and neither was
well visible from the road or attracted much attention. Regarding
the weather, participants had a hard time recalling anything about
the weather in the story. Finally, the voice was perceived very well
by most of the participants; only one person mentioned that the
voice sounded "a little stiff".

The participants’ first reaction to the system was very positive.
They found the concept of including physical real-world locations
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Figure 6: A satellite view of the study route. Along the route, all POIs that were found for the study procedure are highlighted
with pictures. Between all of the POIs, the rough ETAs are annotated in seconds for all route segments.

in the virtual story plot "surprising" and promising. Some of the
participants reported the moment of realization at the first POI
as a "eureka effect" that drew their attention to the story, even
if they had been digressing a bit beforehand. A major point of
discussion was the issue of driver distraction. While none of the
participants complained about being distracted from navigating
the vehicle, all of them mentioned having difficulties following
the story. Several reasons were stated for this: Since they had to
focus on the road, they could not look around freely and hence
had problems with finding the mentioned places in the real world.
Additionally, some participants claimed to have missed numerous
details in the story since they had to focus on the driving task,
resulting in an incomplete perception of the storytelling experience.
Moreover, when failing to associate fictitious and real elements,
participants struggled with following the plot: "If reality and story
don’t fit together, I can’t quite get the world together." Still, all of
the participants could figure out the rough plot even when missing
some details.

Finally, some weaknesses in the LLM-based approach to auto-
mated storytelling were brought up. For example, the plot’s lack of
motivation was criticized, and participants felt "thrown" into the
story. The same also applied to the characters, as they felt shallow
and lacked a proper introduction.

5 COMPARATIVE REAL-WORLD STUDY
The preliminary study provided insightful feedback about the initial
feedback. Some weaknesses of the system were mentioned, but the
main concept of introducing real-world POIs as fictitious elements
in the story was met with a highly positive response. Therefore, a
larger-scaled real-world user study with N=25 participants was con-
ducted. Because the aforementioned driver distraction prevented
participants in the previous study from freely looking around and

recognizing locations from the story in the real world, the follow-up
field study was conducted with participants in the passenger seat.
Moreover, we now compared our context-synchronized storytelling
system in a within-subject study design (in the following described
as context-aware conditionwith a baseline condition), where a simple
AI-generated story without any contextual data was read to the
participants.

5.1 Procedure
The study aimed to compare two conditions: our context-synchronized
storytelling system and a baseline condition. The baseline condition
consisted of an AI-generated story without any contextual data.
The length of the story, therefore, was fixed, and all of the story lo-
cations were fictitious (see Figure 7 for the different locations). The
study was conducted in a real-world scenario in a mid-sized town
in Germany. Every study run was overseen by two supervisors. The
procedure was as follows: After a participant’s demographic data
was recorded, they were brought to an electric vehicle from our
institution. On the way to the vehicle, the participant was given
limited information about the system. They were told about the
storytelling system being "smart" to a certain degree and that the
system was able to include contextual information in the story-
telling experience. No specific POIs were mentioned, nor was the
existence of a baseline system explained to avoid biasing the par-
ticipant. Having taken a seat in the front passenger seat, one of
the supervisors navigated the vehicle along a fixed route with an
average duration of 25 minutes. A second study supervisor was
sitting in the backseat row and initiated the respective study condi-
tion. During the journey, one of the two conditions was deployed.
Arriving at the destination, the participant had to fill out a digital
survey regarding the experience during the ride. Afterward, the
same route was taken back to the starting point, with the remaining
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Figure 7: After every story session, we measured participants’ ability to recall or recognize locations mentioned in the story
(The exact names of the locations were anonymized.). We compared results for the context-aware condition (left) and the
baseline (right) and found that participants’ recollection was significantly better with the context-aware story (p=0.043).

conditions deployed during the journey. Finally, the post-experience
questionnaire was queried again, concluding a full study run. The
full route with five POIs along the way can be seen in Figure 6. This
route was driven in both directions, with one condition per ride.
The two conditions were counterbalanced, i.e., the context-aware
condition and the baseline condition were deployed in alternating
directions of the route to prevent fatigue or bias from impacting the
study results. The goal of the baseline comparison was to identify
the delta between Story-Drivenand a practical, real-world use case
such as an audiobook. Still, we had to consider the characteristics
of AI-generative storytelling (see section 7). Therefore, the baseline
condition consisted of a pre-generated story of fixed length (25
minutes, i.e., the average travel duration for the study route) that
did not interact with any contextual information. Hence, in some
cases, the baseline story had to be interrupted when arriving at the
destination, which was not the case for our context-synchronized
storytelling system.

5.2 Measures
Similar to the previous driver study, demographic data was collected
along with English language level, geographical knowledge, books
read, and audiobooks listened to. No physiological data was col-
lected since any changes in, e.g., heart rate or skin conductance, are
susceptible to uncontrolled external events, such as traffic events
or unpredictable sudden stops of the vehicle. The post-experience
questionnaire that was filled out by the participant after every
condition measured numerous subjective variables. First, the partic-
ipants were asked about their estimation of the journey’s duration

(to be indicated in minutes). This was followed by the Narrative
Engagement Scale (NES) [8], a scale that measures the participant’s
immersion in the story and that consists of four subscales: narrative
understanding, attentional focus, narrative presence, and emotional
engagement. The NES has been developed and validated with film
and television in mind, but already has been successfully trans-
ferred to audiobooks [36]. In addition to the NES, participants were
asked to recall freely all of the locations they could identify in the
story. In a second step, they were asked to indicate all locations
from the story given a list of all possible locations. Similarly, the
participants were asked to recollect the weather during the story
to check for alignment with the weather from the real world. To
validate the overall listening experience, the short version of the
User Experience Questionnaire (UEQ-S) by Schrepp et al. [41] was
used. Moreover, the perception of the narrator’s voice was queried.
Finally, the participants could enter qualitative feedback when they
were asked what they liked and disliked about the system.

5.3 Hypotheses
Considering the nature of our baseline comparison, we can make
the assumption that our context-synchronized storytelling system
will deliver better results than the fixed, pre-generated baseline.
Therefore, we establish the following hypotheses:

(1) H1: The context-synchronized storytelling system creates a
more immersive narrative than the baseline.

(2) H2: The context-synchronized storytelling system achieves
a better user experience than the baseline.
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(3) H3: The perceived duration of traveling with the context-
synchronized storytelling experience is shorter than with the
baseline experience, resulting in an increased loss of sense
of time.

5.4 Results
All of the participants volunteered to take part in the study, with
no compensation given as a reward. Of the 25 quantitative datasets
recorded, one had to be discarded due to data corruption. The
quantitative data is evaluated using dependency analyses. Except
for the perceived duration of the condition, all records were nor-
mally distributed. Because of the sample dependence and the one-
directionality of our hypotheses, the quantitative data is checked
for significant differences using one-sided paired t-tests. All of the
significant differences are reported together with Cohen’s d for
effect size.

Demographic. The participants had an average age of M=26.8
years (SD=4.93), ranging from 22 to 47. 36% of participants self-
identified as female, 64% as male. The majority of participants held
a college degree (75.0%), four finished college, and two finished
vocational training. More than half of all the participants were uni-
versity students (n=14) and most of the others stated to be employed
(n=9). The English language level of the participants ranged from B1
to C2, with the majority (n=14) classifying themselves as C1. Most
participants described their knowledge of the study town as "famil-
iar" (n=17), six reported having "little knowledge", and two knew
the area "like home". Finally, as already examined in the exploratory
driver study (section 4), the participants’ affinity with books and
audiobooks was queried. On average, the participants read up to
15 books in the last twelve months (M=3.52, SD=3.61). Nine par-
ticipants reported that they listened to audiobooks "often", seven
indicated "sometimes", and five indicated "always". The remaining
four participants listened "rarely" or "never" to audiobooks.

Perception of Contextual Information. The free recollection of
locations from the story was significantly higher in the context-
aware condition than in the baseline condition (p=0.043, medium
effect size d-0.73): Participants in the context-aware condition were
able to freely recall significantly more locations from the story
(M=0.68, SD=0.23) than in the baseline condition (M=0.59, SD=0.20).
While the recognition of story locations in a given assortment did
not reveal any significant differences, the amount of locations that
have not been recognized at all is much lower in the context-aware
condition (M=0.22) than in the baseline condition (M=0.30). For
a visual description of the location recollection and recognition,
see Figure 7. When asked about the story’s weather, 76% of the
participants correctly recalled the weather in the story that was
aligned with the real weather outside.

Narrative Engagement & User Experience. The four different sub-
scales of the NES showed multiple significant differences. While
the mean values for the context-aware condition were higher than
for the baseline, the subscales attentional focus and narrative pres-
ence showed significant differences. For attentional focus (p<0.001,
large effect size d=-1.83), the context-aware condition scored sig-
nificantly higher (M=4.01, SD=1.41) than the baseline condition
(M=3.59, SD=1.50). Additionally, the narrative presence subscale

*** *

**

Figure 8: The results of the narrative engagement scale re-
vealed several significant differences for the context-aware
condition (light green). The subscales attentional focus and
narrative presence were rated significantly higher than in the
baseline condition (dark green).

** **

Figure 9: The UEQ-S scores for the baseline (dark green) and
the context-aware condition (light green). The hedonic qual-
ity was significantly higher (p=0.003) in the context-aware
condition than in the baseline condition, which was also re-
flected in the overall UEQ-S score (p=0.009).

(p=0.04, medium effect size d=-0.74) produced significantly larger
values in the context-aware condition (M=3.83, SD=1.65) than in the
baseline condition (M=3.32, SD=1.40). This is also reflected in the
overall NES score, which was significantly higher (p=0.003, large ef-
fect size d=-1.24) in the context-aware condition (M=3.60, SD=1.12)
than in the baseline condition (M=3.05, SD=0.99). A visual depiction
of the NES results can be found in Figure 8.

Similarly, the UEQ-S revealed significant differences between
the baseline and the context-aware condition. The subscale of the
hedonic score revealed significantly higher values (p=0.003, large ef-
fect size d=-1.22) in the context-aware condition (M=1.17, SD=1.20)
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than in the baseline condition (M=0.29, SD=1.39). The overall score
was significantly higher (p=0.009, large effect size d=-1.06) in the
context-aware condition (M=0.82, SD=1.10) compared to the base-
line condition (M=0.31, SD=0.95). A box plot displaying the results
can be found in Figure 9.

Qualitative Feedback. The participants were asked to write down
a few sentences about what they liked and disliked about the system
and any other comments they had. This qualitative feedback was
analyzed manually and clustered around different aspects associ-
ated with it. Most of the feedback was directed towards the context
augmentation of the story. Again, the overall reaction was quite
positive, as 19 participants indicated that they liked the inclusion
of real locations in the story without specifically being asked for
them. The context-synchronized storytelling was described as "a
unique experience" that made the baseline story feel "boring" in
comparison. Two participants explicitly mentioned that they en-
joyed the alignment of the weather in the real world and the story.
Moreover, "the system made the ride feel like an adventure, which
was quite fun", according to one participant. The time-synchronized
alignment of real-world POIs and story locations generally worked
out well and had a positive impact on the participants: seven par-
ticipants specifically expressed that the alignment felt "perfect".
The overall integration of the system in the ride felt "smooth" and
"seamless". Only one participant actively noted the alignment of
the story ending with the end of the ride: "I liked that [the story]
ended with the ride and did not stop too early".

Including contextual information was found to increase partici-
pants’ attention to the story, as four participants mentioned that
they listened more actively to the story as a result. Moreover, it
helped to draw the participants’ attention back to the story when
they were distracted: "[...] in instances where I was not paying
attention, it brought me back into the story." In comparison, five
participants noted that the baseline story lost their attention: "The
ride felt a lot longer even though I know the route". Further, an
increased cognitive load made following the story more difficult:
"Imagining a completely other location, following the story and
trying not to get distracted by the actual surroundings was quite
demanding". This is also reflected in the story immersion: some
participants noted that "places that were familiar were used, which
supported the imagination". One participant even reported being
fully immersed in the story through the contextual augmentation:
"It felt like I was the one leading the story and going around Ulm
to solve the riddle." According to the feedback, the high level of
immersion made it more exciting and easier to listen. Four par-
ticipants also reported that the context-synchronized storytelling
system promoted their geospatial awareness during the ride.

A major point of criticism was the story’s writing style. More
than half of the participants (n=13) reported it to be "flowery" and
"very descriptive." Four participants had trouble understanding the
story at times. Moreover, four participants found the formulation
of phrases to be repetitive. Three participants also stated that the
writing felt "artificial" and "not human-made." This could have been
improved by integrating more dialogues between the characters,
according to two participants. The writing style also impacted the
understanding of the story content, as eleven participants noted
the story to become confusing at times, making it harder to follow

the plot. This was also caused by a rushed character introduction,
resulting in lackluster motivated characters that are hard to em-
pathize with, according to ten participants. Three participants also
complained that the pacing of the story was off; however, opinions
differed as to whether it was too fast or too slow. Finally, the story
content was often considered boring (n=6), both in the context-
aware condition and the baseline condition.

The voice did not interfere with the participant’s perception
of the story. Most liked the voice (n=14) and reported it as easy
to listen to (n=11). Seven participants found the voice to be an
appropriate choice for the use case. While some perceived the voice
as a bit "drowsy" (n=6), the overall acceptance was quite high, and
no participant felt bothered or even distracted. One disadvantage
of the English TTS API was the poor pronunciation of foreign
words, as noted by two participants. Further comments regarded
the use of music and sound effects to underline the plot and to add
a few breaks between the chapters. Four participants also wished
for personalization of the narrated content: While they liked the
overall system, they had a hard time getting used to the story genre
and would have preferred to choose their own plot type.

6 DISCUSSION
6.1 Hypotheses
Having found several significant differences between the context-
synchronized storytelling experience and the baseline system, argu-
ments can be made for the hypotheses proposed in subsection 5.3.

H1: Story Immersion. The Narrative Engagement Score revealed
significantly higher values for the subscales of attentional focus
and narrative presence. Particularly the attentional focus showed a
three-star significancewith a large effect size, whichmatches a lot of
the qualitative feedback. Participants mentioned being drawn back
to the story through the inclusion of real-world locations, which
could explain an increased attentional focus. The same applies to
narrative presence: The participants stated that they were much
more present in the story world as a result of merging the virtual
and the real world, leading to an improved narrative presence.
Therefore, we accept H1.

H2: User Experience. The context-synchronized storytelling ex-
perience achieved significantly better results in the UEQ-S than the
baseline experience. The participants’ feedback further confirms
this, as the majority of them responded positively to the inclusion
of real-world locations in the story. Particularly the temporal syn-
chronization of the locations and the real world was praised as a
smooth and seamless integration. Moreover, the experience was
described as unique and enjoyable. Therefore, we accept H2.

H3: Perceived Travel Duration. Focusing on other things while
traveling canmake journeys appearmuch shorter than they actually
are. The results of the context-synchronized storytelling system
regarding the NES and the UEQ-S, therefore, suggest a loss of sense
of time, as the attentional focus is significantly higher than in the
baseline condition. However, when asked for an estimation of their
travel time, no significant differences were found between the two
conditions. Therefore, we reject H3.
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6.2 User Perspective
The insights gained in the preliminary study (see section 4) com-
pared to the results of the comparison study (section 5) reveal inter-
esting findings about the role of the user. The context-synchronized
storytelling experience is based on the visual-auditive association
of physical real-world places and narratively mentioned locations
in the virtual story world. Therefore, the user is required to have
the freedom of looking around. This freedom is not always given to
the driver of a vehicle, who needs to focus on the road in ambiguous
traffic situations, which limits the system for users operating a ve-
hicle. The early feedback from the preliminary study supports this
hypothesis, as many participants stated having missed important
details of the story.

These findings also apply to other, more subtle contextual infor-
mation: The adjustment of weather and time of day were barely
noted by many study participants, particularly by drivers participat-
ing in the preliminary study. It should be noted that this may have
been influenced by the language barrier, as the storywas told in Eng-
lish, which was not the native language of any of the participants.
However, it can be concluded that the context-synchronized story-
telling system is better suited for passengers in a moving vehicle.
This brings the topic of mobile, context-synchronous storytelling
into the domain of other mobility solutions, such as automated
driving and public transportation.

These results also support a second conclusion: The visual ap-
pearance of POIs is important for the visual-auditory association
process. Both the preliminary and the comparison studies show
signs that support this statement: POIs with more visual appeal
(such as palaces or churches) were recognizedmore often than other
POIs in the preliminary study. Similarly, in the comparison study,
the theater (a large building, see Figure 6) is recognized much more
often than the bastion. Therefore, the system could be optimized by
including a "visual rating" of POIs in the selection process. However,
the constraint remains that in areas with more visually appealing
locations, the context-synchronized storytelling experience will be
more impactful than in other areas.

7 LIMITATIONS AND FUTUREWORK
The overall concept of context-synchronized storytelling was very
well received in our user studies. However, AI-generated story-
telling has its limitations and has a long way to go before it can
match human storytelling.

The flowery and repetitive writing style and the sometimes re-
peated patterns applied to several chapters can cause users to lose
interest in the story. This also impacts the scalability of generated
storytelling experiences, as repetitive phrasing will increasingly tire
the user over time. For future research, we would like to investigate
whether a generative storytelling system like Story-Driven leads
to continuous use, or whether it is used only once, such as during
a user’s first experience in a new location. The implementation
of contextual information in mobile systems always depends on
the availability of data. Low POI densities in different locations
can strongly affect the storytelling experience. While the system
is robust enough to continue working in these cases, the story-
telling experience may simply be degraded. Currently, longer story
generation times still prevent the use in spontaneous situations,

such as deviating from the original route or a change of destination.
However, already during the development phase of Story-Driven,
the generation times have drastically decreased, which could make
spontaneous story generation feasible within only a couple of years.

Well-known issues of LLMs, such as hallucination and laziness,
also apply to storytelling applications. The resulting plot inconsis-
tencies and abrupt topic changes can only be avoided by addressing
these common problems at the foundational level of LLMs. This
also applies to the issue of model bias: stereotypes and other bi-
ases present in the LLM’s training data also carry over into the
storytelling experience. Even worse, biases can be unconsciously
transported through the medium of storytelling. Therefore, it is
necessary to further investigate the problem of model bias and find
strategies or ways to make such problems transparent to the users.
Ultimately, the issue of privacy within context-sensitive AI systems
must be addressed. Many best-in-class LLMs, like GPT4, are propri-
etary and depend on the input of data through APIs. Supplying such
a service with extensive contextual data could potentially reveal
a vast amount of user information. Moreover, the debate around
maintaining intellectual property in machine learning methods
heavily affects our system since human authors’ stories might be
represented in the generation of stories through LLMs [25].

In future work, we especially aim to explore new mobility types.
For example, traveling with public transport, in an automated driv-
ing setting, or with a bicycle might require different incarnations
of our method. By incorporating more personalized preferences,
including genres, we expect to better align with a user’s interests.
Our explorative field study also demonstrates the need to thor-
oughly examine how this would affect the user’s primary task (e.g.,
steering or paying attention to the surroundings).

Finally, there are societal concerns that need to be examined
more closely about the creation of media that is closely tailored
to an individual. This can lead to societal polarization as people
become less exposed to diverse perspectives.

8 CONCLUSION
We presented Story-Driven, a system for generative storytelling in
mobile environments, such as in a vehicle. Story-Driven has the
ability to generate stories that incorporate contextual information,
such as POIs and the current weather, and weave them into the
final story. To achieve the best possible user experience, we intro-
duced a new method for synchronizing the arrival at POIs with the
actual utterances in the story itself. We evaluated our approach in
two real-world user studies and found that compared to a baseline
system, Story-Driven increased the level of immersion in the story
and improved the overall user experience. Participants found the
user experience to be "unique" and "engaging" with a "eureka mo-
ment" when a POI came into view. As the field of machine learning
continues to advance at a rapid pace, we believe that new ways to
combine the real world with fictional stories will be a very exciting
area to explore, not only for audiobooks but also for other types of
media such as videos or even Mixed Reality.
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A APPENDIX
A.1 Story Setup Prompts
Weused the following prompts for creating a story plan as described
in subsection 3.4. First, we generate a premise, then four charac-
ters with descriptions, and lastly a plot outline. We use a template
pattern [49] to receive parsable output. The plot outline prompt
creates a plot outline for all chapters with a one-level hierarchy.
The chapter outline prompt is used to further plan subchapters of
a chapter if it contains more than one POI. With this output, we
build the second level of the plot outline.
Premise Prompt

We are planning a GENRE story with this

plot type: PLOT_TYPE.

Please write a premise for such a story in

2-3 sentences.

The story will be a journey along multiple

locations in CITY (COUNTRY) and the

locations are an integral part of the story

structure. The locations are the following:

LOCATIONS_WITH_DETAILS

Please do not use any other locations apart

from the ones I provide to you and

incorporate them all into the story in the

same order as they are provided to you.

Also , consider the following contextual

information:

SITUATIONAL_INFORMATIONS

Premise:

Character Prompt:

List the names and details of all major

characters for this story , but use a

maximum of 4 characters. Define their

details in one sentence each.

1. Full Name:

Details:

Plot Outline Prompt:

Outline the main plot points of the story.

Generate one plot point for each of the

following story parts: Exposition , Rising

Action , Peak , Falling Action , and

Resolution. In the Exposition and

Resolution , the story 's setting is

somewhere in the city of CITY. Do not use

any of the specific locations I provided

within the Exposition and Resolution. For

the other three chapters , I provide you

with the locations that should be featured

in each one. Generate one point at a time.

Every point should be 1-2 sentences long.

Make sure that the story has a clear ending

in the Resolution.

I am providing you with a template for your

output. The placeholder for the content is

CONTENT. Please preserve the formatting.

This is the template:

Exposition: CONTENT

Rising Action: CONTENT

Locations: LOCATIONS_WITH_DETAILS

Peak: CONTENT

Locations: LOCATIONS_WITH_DETAILS

Falling Action: CONTENT

Locations: LOCATIONS_WITH_DETAILS

https://doi.org/10.1073/pnas.1404212111
https://doi.org/10.1162/105474698565686
https://doi.org/10.1162/105474698565686
https://doi.org/10.48550/arXiv.2210.06774
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Resolution: CONTENT

Chapter Outline Prompt:

Please outline the main plot points of the

CHAPTER chapter. Generate one plot point

for each of the locations featured in the

chapter , every point should be 1-2

sentences long.

Premise of the chapter: CHAPTER_PLOT

Locations: LOCATIONS_WITH_DETAILS

Please use this format:

LOCATION: CONTENT

...

A.2 Story Generation Prompts
After creating a story plan, we used the following prompt to gener-
ate the entire story. The chapter prompt is an example of generating
a chapter with one POI. The prompt for generating a subchapter, if
the corresponding chapter is divided into subchapters, is equivalent
to the chapter prompt. This example prompt also assumes that the
chapter is long enough to warrant generating it in sections. When
that is not the case, we don’t prompt for sections, but rather the
whole chapter in one go.
Chapter Prompt:

Please write a GENRE story with this plot

type: PLOT_TYPE.

Premise: PREMISE

Characters: CHARACTERS

Outline: PLOT_OUTLINE

Contextual information:

CONTEXTUAL_INFORMATIONS

Summary of the previous chapter: SUMMARY

In the chapter CHAPTER , the story setting

is at this location:

LOCATION_WITH_DETAILS

Do not use any other locations in this

chapter.

Please write the 1. section out of SECTIONS

sections of the CHAPTER chapter in

SENTENCES sentences and make sure that you

divide the plot of the CHAPTER among all

sections.

Generate one sentence at a time and output

them as coherent text. Call it Chapter

CHAPTER_NUMBER , give it a name , and put a

full stop after the title. Only use the

plot described for this chapter in the

outline.

The edit prompt is used for editing (sub)chapters during the
story session to adjust the timing of the story to the real-world
scenario. Again, this prompt assumes that the chapter to be edited
was generated in sections.
Edit Prompt:

Please write the part after the

INFILL_POSITION. sentence of the

CURRENT_SECTION. section of the CHAPTER

again. The title of a chapter is counted as

a sentence if it is contained in this

section.

Just output the newly generated text that

picks up after the INFILL_POSITION.

sentence of the original text and make it

NEW_SENTENCES sentences long. Generate one

sentence at a time and output them as

coherent text. Keep in mind which

characters were already introduced.
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